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Proteins can be involved in a remarkably wide range of activities. It is generally
assumed that the function of a protein is closely linked to its structure, a hypothesis
known as the structure-function paradigm. In the last decades, structural biologists
collected a great deal of evidence, mainly by using X-ray crystallography, to verify
this paradigm. More recently it has been recognized that proteins must be flexible
to perform their numerous tasks. Intrinsically Disordered Proteins (IDPs) offer an
archetypal example: these proteins, many of which are of vital importance for
living organisms, are unfolded in solution and, because they lack a well-defined
structure under physiological conditions, they depend on their flexibility to
become operational.

Nuclear Magnetic Resonance (NMR) spectroscopy is an ideal tool to study
local motions of biomolecules. It can provide very detailed information at atomic
resolution about frequencies and amplitudes of motions that span many orders of
magnitude, from sub-nanosecond timescales to phenomena that occur over inter-
vals of seconds or even hours. The thesis of Dr. Nicola Salvi offers a cogent view
of some highly sophisticated NMR methods that he has developed in order to
characterize the amplitudes and frequency ranges of local motions in biomole-
cules. His focus is on micro- to millisecond dynamics in proteins. These motions
play an essential role since they can explain many of the remarkable properties of
proteins and enable them to carry out all sorts of functions, from enzymatic
catalysis to intermolecular recognition and signaling in cells.

Lausanne, March 2014 Geoffrey Bodenhausen
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Abstract

In numerous biological processes that constitute the base of living organisms,
protein function is fundamentally related to internal dynamics occurring on ls-ms
timescales that can give rise to chemical exchange contributions to relaxation. In a
heteronuclear two-spin system (e.g., 1H-15N), correlated motions of the two nuclei
induce cross-relaxation between multiple-quantum coherences that can be quan-
tified using new Heteronuclear Double Resonance (HDR) techniques.

An analytical model describes the effect of an applied radiofrequency field on
the relaxation rate of interest in the presence of fast exchange, providing accurate
information on the kinetics of correlated processes. Numerical simulations and
experimental results confirm the validity of the model.

HDR and more conventional relaxation dispersion techniques are used to
characterize the internal dynamics in several biological systems. Motions on
similar timescales are detected in the two different binding surfaces in human
ubiquitin and in the linker between them (Phe45), suggesting the presence of a
possible global motion.

Additional applications of HDR give insights into the dynamics occurring in the
KID-binding domain (KIX) of the CREB-binding protein. We identified the
presence of exchange processes, faster than the one reported by Konrat and
coworkers, outside the main helices of KIX. These fast motions are most likely the
sign of conformational disorder within the native state, which may promote
transition to the unfolded ensemble.

A combination of 15N relaxation rates and magnetization transfer rates are used
to provide a qualitative characterization of internal dynamics in Engrailed 2. While
contribution of exchange processes in the ms timescale are small, fluctuations at
sub-ms timescales are found to occur both in the unstructured part that contains
important binding sites for other transcription factors, and at a few restricted
locations in the structured homeodomain. Such motions are characterized by 15N
R1q relaxation dispersion. Our results reveal that the hexapeptide motif is char-
acterized by complex dynamics that may be linked to its physiological function.
Moreover, the timescale of motions in the homeodomain is reasonably close to that
of the hexapeptide region. It is therefore tempting to suppose that transient con-
tacts occur between the structured and unstructured regions.
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Chapter 1
Introduction

1.1 Proteins: Function, Structure and Dynamics

Proteins are essential components of all living organisms, responsible for a
remarkably wide range of biological functions, from the catalysis of biochemical
reactions to the regulation of transport phenomena, from physical movements to
gene expression.

An important feature of proteins is their specificity of function: an enzyme will
bind a specific substrate to catalyze a specific chemical reaction, a given antibody
will a bind specific antigen, etc. Besides, many of these processes can be regulated
by the binding of small ligands or other biomolecules, sometimes in a site of the
protein distant from the one responsible for its function.

Given this functional variety, one would expect a corresponding variety in the
structure of biomolecules: it is not by chance that structural biology has had a huge
impact on our understanding of biological processes. Indeed, X-ray crystallography,
nuclearmagnetic resonance (NMR) spectroscopy and electronmicroscopy have been
very powerful in determining the three-dimensional structures of proteins and protein
complexes. Since Perutz solved the first X-ray structure of Haemoglobin in 1960 [1],
X-ray crystallography has elucidated more than 70,000 protein structures. Currently,
protein complexes up to several Mega daltons (106 au= 1MDa) can be investigated
by X-ray crystallography [2]. More recently, cryo electron microscopy has been used
to obtain low-resolution (about 10Å) images of very large systems [3, 4].

Since the seminal works by Wüthrich and co-workers [5, 6], NMR spectroscopy
has been developed in parallel to X-ray crystallography as an alternative approach
to investigate the structure of proteins. The advent of three-dimensional NMR spec-
troscopy [7, 8] and the use of isotopic labeling techniques [9–11] allowed the study
of biomolecules of higher weight and complexity. Nowadays, using advanced label-
ing strategies, it is possible to study systems up to hundreds of kDa using NMR
spectroscopy [12]. X-ray crystallography still performs better than NMR in terms
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of the size of protein structures that can be solved. However, in contrast to X-ray
crystallography, NMR spectroscopy is able to provide information about dynamics
that are crucial to the understanding of protein function.

Indeed, quoting Gregorio Weber [13],

The protein molecule model resulting from the X-ray crystallographic observations is a
“platonic” protein, well removed in its perfection from the kicking and screaming “stochas-
tic” molecule that we infer must exist in solution.

In other words, proteins are inherently dynamic systems, and their motions cover
an enormous range of time scales from 10−12 to 102 s and more. Since motions are
an intrinsic property of proteins, evolution used it to improve their functions. It is
therefore fundamental to elucidate the dynamics-function relationship. For a detailed
atomic understanding of a protein’s function, the 3D structure and the accurate
description of its dynamic behavior are necessary.

Besides NMR spectroscopy, protein dynamics can be studied by a number of dif-
ferent techniques, such as optically time-resolved methods after temperature jumps
[14, 15], infrared spectroscopy [16, 17] and fluorescence correlation spectroscopy
[18, 19]. In addition, promising techniques such as time-resolved X-ray crystal-
lography [20, 21], two-dimensional infrared spectroscopy [22], temperature-jump
fluorescence-based methods [23] and temperature-jump Fourier-transformation
infrared spectroscopy (FT-IR) [24] are emerging to access protein dynamics, in some
cases with atomic resolution. However, each one of the mentioned techniques suffers
from various specific bottlenecks. We are not going to discuss these limitations here,
preferring to underline that NMR spectroscopy has several unique and important
advantages over other experimental techniques:

1. it covers a wide time range, from femtoseconds to hours;
2. only minimal interference with the native protein is required: except for replac-

ing the more abundant isotopes 12C and 14N with the NMR-observable 13C and
15N, chemical modifications of the protein are not necessary and the experiments
can be carried out in a nearly physiological environment, or even directly in a
cell;

3. in contrast to time-resolved techniques, kinetics can be measured at equilibrium.

1.2 NMR Methods to Study Protein Dynamics

In addition to the advantages outlined in the previous sections, NMR spectroscopy
provides many different ways to investigate protein dynamics, as summarized in
Fig. 1.1. Over the last decades the NMR community has witnessed a relentless
development of methods to exploit the information provided by these probes. These
experimental techniques have been extensively reviewed and the reader is referred
to [25–29] for more details. Here we aim at summarizing the general principles. A
deeper discussion of the methods used in this work will be presented in Chap.3.
Following the scheme of Fig. 1.1, we can identify at least four different classes of
techniques:

http://dx.doi.org/10.1007/978-3-319-06170-2_3
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Fig. 1.1 Time scales of protein motions, NMR observables and methods to probe them

• conformational motions on time scales faster than or comparable to the rotational
correlation time τc (which for biomolecules is usually several ns or longer) sto-
chastically modulate the dipole–dipole (DD), the chemical shift anisotropy (CSA)
and quadrupolar Hamiltionans. These stochastic modulations induce nuclear spin
relaxation, and therefore longitudinal (T1) and transverse (T2) relaxation rates and
Nuclear Overhauser Effect (NOE) rates provide information about ps-ns motions
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[26, 29]. Usually backbone amideNH groups are the focus of studies to investigate
protein backbone motions, [11] and methyl groups to probe side chain dynamics
[30–32]. Relaxation of carbonyl 13C spins provides an additional probe of the
dynamics of the backbone peptide plane [33]. Relaxation rates are linear combi-
nations of the spectral density function J(ω) at some characteristic frequencies of
the spin system. Therefore, discrete values of J(ω) can be obtained from relaxation
data. This procedure is called “spectral density mapping” [34, 35]. Themodel-free
formalism of Lipari and Szabo allows one to extract a generalized order parameter
that is ameasure of the equilibriumdistribution of orientations in amolecular refer-
ence frame of a vector defining the orientation of the unique axis of the relaxation
interaction [36, 37]. Therefore this parameter is a source of information about
sub-τc motions;

• motions onµs-ms time scales can induce modulations of isotropic chemical shifts,
resulting in an additional contribution to transverse relaxation. Therefore, T2’s are
also sensitive to slower processes. The main experimental techniques for quan-
tifying chemical exchange on these time scales are Carr-Purcell-Meiboom-Gill
(CPMG) relaxation dispersion and R1ρ relaxation dispersion, most commonly
applied to 1H, 13C, 15N, and 31P spins in biological macromolecules [28, 29].
Relaxation dispersion methods offer unique advantages. Indeed, by using analyti-
cal models that describe the effect of the repetition rate of π pulses (in the case of
CPMG experiments) or of the amplitude of the spin-lock field (in the case of R1ρ
relaxation dispersion) it is possible to extract a wealth of information with atomic
resolution about:

1. the kinetics of the chemical exchange or conformational change: it is possible
to determine directly and accurately the time scale of the phenomenon;

2. the thermodynamics: relaxation dispersion data allow one to measure the
populations of two (or more) conformations in exchange;

3. the structure of the otherwise invisible weakly populated excited state in
exchange with the main conformer, by measuring the chemical shift differ-
ences between the two states.

Most of the work presented in this thesis is based on relaxation dispersion tech-
niques. We shall discuss the theory and the experimental aspects of these methods
in Chaps. 3 and 4, respectively;

• Dipolar couplings between spins have an orientational angular dependence with
respect to the external magnetic field. They are generally averaged out in solution-
state NMR spectroscopy because of the tumbling of the protein and the isotropic
distribution of its orientations. However, proteins can be aligned in solution by
using slightly anisotropic media. Therefore an anisotropic distribution of orien-
tations is introduced, and so is a small fraction (about 0.1%) of the total dipolar
coupling interaction, i.e. the residual dipolar coupling (RDC) [38, 39]. RDC’s
are fixed to the molecular frame independently of the tumbling of the molecule.
Because of this property, they are sensitive to motions that are either faster or
slower than the rotational tumbling correlation time of the molecule. Two sim-
ilar approaches, known as the RDC-based model-free approach [40] and direct

http://dx.doi.org/10.1007/978-3-319-06170-2_3
http://dx.doi.org/10.1007/978-3-319-06170-2_4
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interpretation of dipolar couplings (DIDC) [41] have been used. Both rely on
RDC data acquired in at least five different alignment media. The main outcome
is a set of RDC-based order parameters, that, in contrast to the Lipari-Szabo order
parameters, reflect both sub-τc and supra-τc motions. Therefore, a comparison
between the two reveals the presence of exchange processes slower than τc;

• in the slow-exchange limit, i.e., when the exchange rate kex is smaller than the
chemical shift difference δω between the conformers, a distinct resonance peak
for each conformer appears in the NMR spectrum. The dynamic process will
influence both the intensities and the line widths of these resonances. Dynamic
processes can be studied, for instance, by starting from non-equilibrium conditions
andmonitoring the change of the intensities in time. Specially in the case of binding
processes, the chemical shift of the species can be monitored while changing the
concentration of one of the binding partners in titration experiments. A fitting of
the titration curve can be used to extract the dissociation constants that are related
to the association and dissociation rates of the complex.

1.3 Outline of the Present Thesis

As shown in Fig. 1.1, many interesting biological processes, such as ligand binding,
allosteric regulation, protein folding and enzyme catalysis of chemical reactions,
occur on µs-ms time scales, i.e. on time scales that are best studied by relaxation
dispersion NMR. Therefore, the focus of my PhD studies has been the develop-
ment of relaxation dispersion techniques and their application to the investigation of
biological systems.

The theoretical aspects of relaxation dispersion methods for studying internal
dynamics in proteins are discussed in Chaps. 2 and 3. The Bloch equations that
describe the behavior of a nuclear spin in a magnetic field and under radio-frequency
(rf ) irradiation are introduced before discussing the basics of Redfield’s relaxation
theory. A brief introduction to Average Hamiltonian Theory (AHT) and Average
Liouvillian Theory (ALT) will present some theoretical tools that are helpful to
describe the effect of complex pulse sequences on the coherent spin evolution and on
the nuclear spin relaxation. In Chap. 3, these theoretical concepts are used to describe
relaxation dispersion methods and to develop analytical models that are important
for the analysis of experimental data. Special attention is given to the Heteronuclear
Double Resonance (HDR) method that we have developed.

Chapter4 deals with experimental aspects of relaxation-based methods. The
pulse sequences used in the present work are discussed, as well as several important
considerations about the analysis of the data. Similarly to Chap. 3, the HDR method
is the most original topic of this part of the thesis.

The experimental results obtained during my PhD studies are reported in
Chap.5. Relaxation dispersion data, complemented with insights provided by other
relaxation-based methods, are used to characterize the internal dynamics in

http://dx.doi.org/10.1007/978-3-319-06170-2_2
http://dx.doi.org/10.1007/978-3-319-06170-2_3
http://dx.doi.org/10.1007/978-3-319-06170-2_3
http://dx.doi.org/10.1007/978-3-319-06170-2_4
http://dx.doi.org/10.1007/978-3-319-06170-2_3
http://dx.doi.org/10.1007/978-3-319-06170-2_5
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(a) ubiquitin, a small (8.5kDa) regulatory protein that is found in almost all tissues
of eukaryotic organisms and has been studied for several decades. Nevertheless,
many aspects of its dynamics are still unclear;

(b) the KID-binding (KIX) domain of the CREB-binding protein (CBP), that is
involved in various signaling pathways and in the binding to a number of partners,
that are often intrinsically unstructured in isolation but undergo folding upon
binding to KIX, thus underlining the prominent role of coupled folding and
binding in the fine-tuning of protein-protein interactions [42];

(c) Engrailed 2, a transcription factor of the class of homeoproteins that contains
both structured and disordered regions.
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Chapter 2
Theoretical Principles

In this chapter we shall present a phenomenological description of nuclear spin
dynamics, including relaxation, in a magnetic field (i.e., the Bloch equations) as well
as a more accurate description using the principles of quantum mechanics (Redfield
relaxation theory). We shall then use these concepts to develop analytical models
to describe relaxation dispersion experiments and to derive analytical functions that
allow one to extract information from the experimental data.

2.1 The Bloch Equations

In this section we shall follow the approach of [1]. The semiclassical vector model
developed by Felix Bloch in [2] describes the behavior of an ensemble of noninter-
acting spin-1/2 nuclei in a static magnetic field but fails in describing more complex
systems, where a quantum mechanical approach is required. However, because the
basic concepts and terminology are still used inmodernNMR,we shall briefly present
the Bloch equations.

2.1.1 Equations Describing Spin Dynamics in the Absence
of Relaxation

The evolution of the bulk magnetization vector M (t) in the presence of a magnetic
field B (t) is described by

dM (t)

dt
= M (t) × τ B (t) (2.1)

where τ is the gyromagnetic ratio of the nuclei of interest. Equation 2.1 is valid in
the laboratory frame. It is convenient to rewrite it in a frame that rotates with angular
velocity ω around the z-axis, defined by the unit vector k:

N. Salvi, Dynamic Studies Through Control of Relaxation in NMR Spectroscopy, 9
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[
dM (t)

dt

]
rot

=
[

dM (t)

dt

]
lab

+ M (t) × ωk

= M (t) × [
τ B (t) + ωk

]
. (2.2)

The two equations can be actually written in the same form, provided that B (t) is
replaced by an effective field defined as

Beff = B (t) + ω

τ
k. (2.3)

For a static field |B (t)| = B0, the effective field is zero if ω is chosen to correspond
to the Larmor frequency

ω0 = −τ B0, (2.4)

and the bulk magnetization appears to be stationary. In other terms, in the absence of
other fields the bulk magnetization simply precesses at the Larmor frequency around
the magnetic field that defines the z-direction of the laboratory and rotating frames.

The magnetic component of a radio-frequency (rf ) field that is linearly polarized
along the x-axis of the laboratory frame is

Brf (t) = 2B1 cos
(
ωrf t + ρ

)
i

= B1{cos
(
ωrf t + ρ

)
i + sin

(
ωrf t + ρ

)
j}

+ B1{cos
(
ωrf t + ρ

)
i − sin

(
ωrf t + ρ

)
j}, (2.5)

whereB1 is the amplitude of the applied rf field,ωrf its angular (or carrier) frequency,
ρ its phase, and i and j are unit vectors defining the x- and y-axes, respectively. In the
second equality of the previous equation, we decomposed the linearly polarized rf
field into two circularly polarized components, with opposite directions of rotation
around the z-axis. Only the component rotating in the same sense as the magnetic
moment can interact with the nuclear spins. The counter-rotating field produces only
a small effect, known as Bloch-Siegert shift, that is proportional to (B0/2B1)

2, and
can be neglected for our purposes. Therefore, one obtains

Brf (t) = B1{cos
(
ωrf + ρ

)
i + sin

(
ωrf + ρ

)
j}. (2.6)

It is useful then to rewrite Eq.2.1 in a rotating frame where the rf field is time-
independent, i.e. a frame that rotates at angular frequency ωrf :

dMrff (t)

dt
= Mrff (t) × τ Brff , (2.7)

where the effective field in the rf frame is

Brff = B1{cosρirff + sin ρjrff } + πB0krff , (2.8)
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and

πB0 = −δ

τ
, (2.9)

where we used the definition of the offset δ = ω0 − ωrf . The magnitude of the
effective field is

Brff =
√

B2
1 + πB2

0 = B1

sin θ
, (2.10)

where θ indicates the angle through which the frame is tilted with respect to z-axis
of the laboratory frame:

tan θ = B1

πB0
= ω1

δ
. (2.11)

In general, we will use this tilted frame in the following discussion, unless other-
wise stated. For the sake of clarity, we will use a simplified notation, dropping the
superscript rff .

2.1.2 Empirical Description of NMR Relaxation

Using the equations of the previous section, the magnetization would evolve around
the z-axis freely and forever. This is of course not the case, because the experimental
practice shows that the thermal equilibrium is restored after some time. In other
words, nuclear spins are subject to relaxation. Bloch [2] proposed to introduce two
processes to account for such relaxation. The first mechanism accounts for the return
of the population difference across the Zeeman transition to Boltzmann equilibrium,
i.e. for the z-component of themagnetization to go back to equilibrium. This process,
known as longitudinal or spin-lattice relaxation, can be described by a first-order rate
expression:

dMz (t)

dt
= R1

[
M0 − Mz (t)

]
, (2.12)

in which R1 = 1/T1 is the longitudinal relaxation rate constant and M0 is the magni-
tude of the equilibrium magnetization, which lies entirely on the z-axis. According
to Eq.2.12, the longitudinal magnetization returns to equilibrium in an exponential
fashion.

Another first-order rate process, known as transverse or spin-spin relaxation, was
introduced tomodel the decay of the transversemagnetization in the transverse plane:

dMx (t)

dt
= −R2Mx (t) ,

dMy (t)

dt
= −R2My (t) , (2.13)
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where R2 = 1/T2 is the transverse relaxation rate constant. This second process
accounts for the mutual dephasing of the spins in the xy-plane.

The Bloch equations are obtained combining Eqs. 2.1, 2.12 and 2.13:

dMx (t)

dt
= τ [M (t) × B (t)]x − R2Mx (t) ,

dMy (t)

dt
= τ [M (t) × B (t)]y − R2My (t) , (2.14)

dMz (t)

dt
= τ [M (t) × B (t)]z − R1

[
Mz (t) − M0

]
.

These equations describe the evolution of the magnetization in a static magnetic field
and in the absence of an applied rf field. A more general expression can be obtained
in a rotating reference frame including the effect of an rf pulse (see Eqs. 2.6 and
2.7). In a convenient matrix form, one obtains

d

dt

⎡
⎣ Mx (t)

My (t)
Mz (t)

⎤
⎦ =

⎡
⎣ −R2 −δ ω1 sin ρ

δ −R2 −ω1 cosρ

−ω1 sin ρ ω1 cosρ −R1

⎤
⎦

⎡
⎣ Mx (t)

My (t)
Mz (t)

⎤
⎦ + R1M0

⎡
⎣0
0
1

⎤
⎦ .

(2.15)

In many cases of practical interest the equation can be simplified even further. For
instance, during free precession, that is in the absence of rf pulses, ω1 = 0 and 2.15
simplifies to

d

dt

⎡
⎣ Mx (t)

My (t)
Mz (t)

⎤
⎦ =

⎡
⎣ −R2 −δ 0

δ −R2 0
0 0 −R1

⎤
⎦

⎡
⎣ Mx (t)

My (t)
Mz (t)

⎤
⎦ + R1M0

⎡
⎣ 0
0
1

⎤
⎦ . (2.16)

If the pulse is short enough, i.e. its duration τp << T1, T2, it is possible, in a good
approximation, to neglect relaxation contributions to the trajectory of the magneti-
zation:

d

dt

⎡
⎣ Mx (t)

My (t)
Mz (t)

⎤
⎦ =

⎡
⎣ 0 −δ ω1 sin ρ

δ 0 −ω1 cosρ

−ω1 sin ρ ω1 cosρ 0

⎤
⎦

⎡
⎣ Mx (t)

My (t)
Mz (t)

⎤
⎦ . (2.17)

As mentioned earlier, the Bloch equations fail at describing systems of interacting
spins. Several extensions to Bloch model to account for such interactions, such
as the Solomon Eq. [3], have been proposed. However, to be useful for practical
applications, it is necessary to use the semiclassical approach of Bloch, Wangsness
and Redfield [4, 5].
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2.2 Chemical Exchange Effects

In the absence of scalar coupling interactions, chemical exchange processes are
described by an extension of the Bloch equations (see Sect. 2.1). In the case of a
first-order chemical reaction or, equivalently, a two-site chemical exchange process,
the kinetic rate laws are written in matrix form as

d

dt

[
[A1] (t)
[A2] (t)

]
=

[ −k1 k−1
k1 −k−1

] [
[A1] (t)
[A2] (t)

]
, (2.18)

in which k1 (k−1) is the rate constant for the forward (reverse) reaction. In general,
in the case of a set of N coupled reactions, one has

dA (t)

dt
= KA (t) , (2.19)

in which the elements of the rate matrix K are given by

Kij = kji, (2.20)

Kii = −
N∑

j=1
j ⊗=i

kij. (2.21)

Modified Bloch equations, known as McConnell equations, can be derived for such
a system:

dMjx (t)

dt
= τ

(
1 − σj

) [
Mj (t) × B (t)

]
x − R2jMjx (t) +

N∑
k=1

KjkMkx (t) ,

dMjy (t)

dt
= τ

(
1 − σj

) [
Mj (t) × B (t)

]
y − R2jMjy (t) +

N∑
k=1

KjkMky (t) ,

dMjz (t)

dt
= τ

(
1 − σj

) [
Mj (t) × B (t)

]
z − R1j

[
Mjz (t) −Mj0

] +
N∑

k=1

KjkMkz (t) .

(2.22)

The above equations can be generalized to higher-order reactions by introducing the
pseudo-first order rate constants:

kij = ζij (t)

[Ai] (t)
, (2.23)

where ζij (t) is the rate constant for the conversion of the ith species into the jth one.
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The McConnell equations can be solved analogously to the Bloch equations.
Three different regimes emerge from the set of solutions to these equations:

1. in the case of slow exchange, i.e. when the exchange rate is smaller than the
chemical shift difference between the two sites, two resonance lines are observed;

2. as the exchange rate increases, the lines broaden and, when the rate is of the
order of the chemical shift difference, the lines coalesce (intermediate exchange
or coalescence);

3. if the rate is further increased, the system is in fast exchange and a single narrow
resonance line is observed at the average of the chemical shifts.

2.3 Bloch-Wangsness-Redfield Theory

In this model, also known as Redfield theory, a quantum mechanical description of
the system is derived, while describing the surroundings (i.e., the heat bath or lattice)
in a classical way. The main limitation of this approximation is that the energy levels
are predicted to be equally populated at equilibrium. Therefore, the theory is formally
valid only in the high-temperature limit, which is a very good approximation at room
temperature. At finite temperatures, corrections are required to ensure that the correct
equilibrium populations are reached. However, these corrections are significant only
in the case of very low temperatures. In our discussion, we shall follow the account
of [1].

2.3.1 The Master Equation

Let us write the Hamiltonian as a sum of terms that act only on the spin system (H0)
and a stochastic part, H1 (t), that couples the spin system to the lattice:

H (t) = H0 + H1 (t) . (2.24)

In the above expression the absence of applied rf fields was implicitly assumed, thus
H0 is time-independent. In other words, a time-dependent perturbation H1 (t) is
superimposed onto the main time-independent Hamiltonian H0.

The corresponding Liouville equation of motion, describing the evolution of the
density operator σ (t), is

dσ (t)

dt
= −i [H0 + H1 (t) , σ (t)] = −i

{
L̂0 + L̂1 (t)

⎢
σ (t) , (2.25)

in which L̂ (t) = [H (t)], is the commutation superoperator or Liouvillian.
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It is convenient to remove the explicit dependence onH0 by rewriting the density
operator in a new reference frame, called the interaction frame:

σ T (t) = exp
(

iL̂0t
)

σ (t) = exp (iH0t) σ (t) exp (−iH0t) . (2.26)

Transforming also the stochastic Hamiltonian,

H T
1 (t) = L̂0H1 (t) = exp (iH0t)H1 (t) exp (−iH0t) , (2.27)

it is possible to rewrite Eq.2.25 in the interaction frame:

dσ T (t)

dt
= −i

⎥
H T

1 (t) , σ T (t)
]

= −iL̂T
1 (t) σ T (t) . (2.28)

In mathematical terms, the transformation into the interaction frame is isomorphous
to the rotating-frame transformation. However, there are some marked differences
between the two. Indeed, in the rotating frame the rf Hamiltonian is time-independent
and the interactions contained inH0 are retained; on the other hand, in the interaction
frame, H0 is not (explicitly) active, whereas the time dependence of H T

1 (t) is
retained. This means that it is possible to apply both the transformation sequentially.

Several assumptions are required to solve Eq.2.28:

1. The ensemble average ofH T
1 (t) is zero. Any time-dependent fluctuations that do

not vanishuponaveraging are to be included in the time-independentHamiltonian;
2. σ T (t) and H T

1 (t) are not correlated, thus it is possible to take the ensemble
average of the fluctuations of the Hamiltonian and of the quantum states indepen-
dently;

3. τc � t � 1/R, where τc is the correlation time relevant for H T
1 (t) and R is the

relevant relaxation rate constant;
4. in order for the system to relax towards thermal equilibrium, σ T (t) has to be

replaced by σ T (t) − σ0, in which σ0 is the density operator at equilibrium. By
definition, one has σ T

0 = σ0.

Using this assumption, the right-hand term in Eq.2.28 can be replaced by an integral:

dσ T (t)

dt
= −

∞∫
0

dτ [H T
1 (t) , [H T

1 (t − τ), σ T (t) − σ0]], (2.29)

where the overbar represents the ensemble average. In this equation the third assump-
tion allows the integral to run to infinity; because we assumed that the fluctuations
of the Hamiltonian are not correlated with the density matrix, we could calculate the
ensemble average over the stochastic Hamiltonians independently from σ T (t).

In order to be able to transformEq.2.29 back to the laboratory frame, the stochastic
Hamiltonian has to be decomposed as the sumof randomfunctions of spatial variables
Fq

k (t) and tensor spin operators Aq
k :
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H1 (t) =
k∑

q=−k

(−1)q F−q
k (t) Aq

k . (2.30)

The tensor spin operators are chosen to be spherical tensor operators because of their
transformations properties under rotations. For the Hamiltonians of interest in NMR
spectroscopy, the rank of the tensor k is one or two. These operators can be further
decomposed as a sum of basis operators:

Aq
k =

∑
p

Aq
kp, (2.31)

where the components Aq
kp have the following property:

L̂0

{
Aq

kp

⎢
=

⎥
H0, Aq

kp

]
= ωq

pAq
kp. (2.32)

In other words, Aq
kp are eigenfunctions of the Hamiltonian commutation superop-

erator with eigenfrequencies ω
q
p . The index p here is used to distinguish between

spin operators with the same order q but different eigenfrequencies. Furthermore,
Eq.2.32 implies the following property:

exp
(

iL̂0t
)

Aq
kp = exp (iH0t) Aq

kp exp (−iH0t) = exp
(

iωq
pt

)
Aq

kp, (2.33)

which defines also the transformation of Aq
kp in the interaction frame:

AqT
k = exp (iH0t) Aq

k exp (−iH0t) =
∑

p

Aq
kp exp

(
iωq

pt
)

. (2.34)

Substituting Eqs. 2.30 and 2.34 in Eq.2.29, one obtains

dσ T (t)

dt
= −

∑
q,q′

∑
p,p′

(−1)q+q′
exp

{
i
(
ωq

p + ω
q′
p′

)
t
⎢ ⎥

Aq′
kp′ ,

⎥
Aq

kp, σ
T (t) − σ0

]]

×
∞∫
0

F−q′
k (t) F−q

k (t − τ) exp
(
iωq

pτ
)
dτ. (2.35)

If q′ ⊗= −q, the two random processes F−q′
k (t) and F−q

k (t) are assumed to be
statistically independent, which causes the ensemble average to vanish, unless q′ =
−q. Thus,
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dσ T (t)

dt
= −

k∑
q=−k

∑
p,p′

exp
{

i
(
ωq

p − ω
q
p′

)
t
⎢ ⎥

A−q
kp′ ,

⎥
Aq

kp, σ
T (t) − σ0

]]

×
∞∫
0

Fq
k (t) F−q

k (t − τ) exp
(
iωq

pτ
)
dτ. (2.36)

The equation above can be further simplified by noticing that terms in which | ω
q
p −

ω
q
p′ |→ 0 oscillate much faster than the typical time scales of relaxation phenomena,

and therefore do not affect the evolution of the density matrix. Furthermore, in the
absence of degenerate eigenfrequencies, terms in Eq.2.36 are not vanishing only if
p = p′. Therefore,

dσT (t)

dt
= −

k∑
q=−k

∑
p

⎥
A−q

kp ,
⎥
Aq

kp, σT (t) − σ0

]] ∞∫
0

Fq
k (t) F−q

k (t − τ) exp
(

iωq
pτ

)
dτ.

(2.37)

The terms Fq
k (t) F−q

k (t − τ) are known as correlation functions. The real part of the
integral in Eq.2.37 is the power spectral density function jq (ω):

jq (ω) = 2 Re

⎧⎨
⎩

∞∫
0

Fq
k (t) F−q

k (t − τ) exp (iωτ) dτ

⎫⎬
⎭

= Re

⎧⎨
⎩

∞∫
−∞

Fq
k (t) F−q

k (t − τ) exp (iωτ) dτ

⎫⎬
⎭

= Re

⎧⎨
⎩

∞∫
−∞

Fq
k (t) F−q

k (t + τ) exp (iωτ) dτ

⎫⎬
⎭ . (2.38)

The equation above shows that the power spectral density is an even function of τ .
Furthermore, it is an even function of ω as well. On the other hand, the imaginary
part of the integral in Eq.2.37,

kq (ω) = Im

⎧⎨
⎩

∞∫
0

Fq
k (t) F−q

k (t − τ) exp (−iωτ) dτ

⎫⎬
⎭

= Im

⎧⎨
⎩

∞∫
0

Fq
k (t) F−q

k (t + τ) exp (−iωτ) dτ

⎫⎬
⎭ , (2.39)

is an odd function of ω.
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In the high-temperature limit, the equilibrium density matrix is proportional to

H0. Thus, using Eq.2.33, the double commutator
⎥⎥

A−q
kp , Aq

kp

]
, σ0

]
= 0. Using this

property in Eq.2.37, one obtains

dσ T (t)

dt
= −1

2

k∑
q=−k

∑
p

⎥
A−q

kp ,
⎥
Aq

kp, σ
T (t) − σ0

]]
jq

(
ωq

p

)

+ i
k∑

q=0

∑
p

⎥⎥
A−q

kp , Aq
kp

]
, σ T (t)

]
kq

(
ωq

p

)
. (2.40)

By transforming the above equation back to the laboratory frame, the Liouville-von
Neumann differential equation for the density equation is obtained:

dσ (t)

dt
= −i [H0, σ (t)] − i [π, σ (t)] − �̂ (σ (t) − σ0) , (2.41)

in which the relaxation superoperator is

�̂ = 1

2

k∑
q=−k

∑
p

⎥
A−q

kp ,
⎥
Aq

kp,
]]

jq
(
ωq

p

)
. (2.42)

π is the dynamic frequency shift operator that accounts for second-order frequency
shifts of the resonance lines, known as dynamic frequency shifts:

π = −
k∑

q=0

∑
p

kq
(
ωq

p

) ⎥
A−q

kp , Aq
kp

]
. (2.43)

This term can be incorporated into the Hamiltonian to obtain the final result, known
as master equation:

dσ (t)

dt
= −i [H0, σ (t)] − �̂ (σ (t) − σ0) . (2.44)

In the calculation of relaxation rates it is often convenient to expand Eq.2.44 in terms
of the basis operators used to expand the density operator:

dbr (t)

dt
=

∑
s

{−iδrsbs (t) − �rs [bs (t) − bs0]} , (2.45)

where δrs are characteristic frequencies defined as

δrs = 〈Br | [H0, Bs]←
〈Br | Bs← , (2.46)



2.3 Bloch-Wangsness-Redfield Theory 19

Fig. 2.1 Redfield kite. In
the absence of degenerate
transitions, only the elements
contained in the solid blocks
can be non-zero, i.e. cross-
relaxation is possible between
populations, while the coher-
ences relax independently. In
the case of degenerate tran-
sitions, additional non-zero
elements can be found inside
the dashed blocks between
coherences of the same order.
ZQ zero quantum, SQ single
quantum, DQ double quantum
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�rs are the rate constants for relaxation between the operators Bs and Br (and vice
versa, since �rs = �sr for normalized basis operators)

�rs =
〈
Br | �̂Bs

〉
〈Br | Br←

= 1

2

k∑
q=−k

∑
p

⎧⎨
⎩

〈
Br |

⎥
A−q

kp ,
⎥
Aq

kp, Bs

]]〉
〈Br | Br←

⎫⎬
⎭ jq

(
ωq

p

)
, (2.47)

and finally br (t) results from the application of the relevant projection superoperator
onto the density matrix:

br (t) = 〈Br | σ (t)←
〈Br | Br← . (2.48)

The diagonal elements �rr are auto-relaxation rates, while off-diagonal elements �rs

are cross-relaxation rates. Because we assumed that only terms satisfying q = −q′
give non-zero contributions to Eq.2.35, cross-relaxation can occur only between
operators with the same coherence order. In addition, because of the secular approx-
imation in Eq.2.37, cross-relaxation between off-diagonal terms is forbidden in the
absence of degenerate transitions. These two features give rise to a characteristic
block shape in the relaxation superoperator, known as Redfield kite (see Fig. 2.1).
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2.3.2 Interference Between Relaxation Mechanisms

In general there is more than one process that can cause relaxation. In this case, one
can generalize Eq.2.30 to

H1 (t) =
∑

m

k∑
q=−k

(−1)q F−q
mk (t) Aq

mk, (2.49)

in which the index m runs over all active mechanisms. Using the above equation, a
generalization of Eq.2.47 can be written:

�rs = 1

2

∑
m

k∑
q=−k

∑
p

⎧⎨
⎩

〈
Br |

⎥
A−q

mkp,
⎥
Aq

mkp, Bs

]]〉
〈Br | Br←

⎫⎬
⎭ jq

(
ωq

p

)

+ 1

2

∑
m,n
m ⊗=n

k∑
q=−k

∑
p

⎧⎨
⎩

〈
Br |

⎥
A−q

mkp,
⎥
Aq

nkp, Bs

]]〉
〈Br | Br←

⎫⎬
⎭ jq

mn

(
ωq

p

)

=
∑

m

�m
rs +

∑
m,n
m ⊗=n

�mn
rs , (2.50)

in which the cross-correlated spectral density was used, defined as

jq
mn = Re

⎧⎨
⎩

∞∫
−∞

Fq
mk (t) F−q

nk (t + τ) exp (−iωτ) dτ

⎫⎬
⎭ . (2.51)

In otherwords, according to Eq.2.50, in a spin systemwheremore than one stochastic
Hamiltonian is present, we can have relaxation due to only one mechanism, with
relaxation rate constant �m

rs, and relaxation arising from the interference (or cross-
correlation) between different mechanisms, with relaxation rate constant �mn

rs . The
latter is possible only if there is some degree of correlation between the mth and nth
mechanisms, i.e., if Fq

mk (t) and Fq
nk (t) are correlated.

2.3.3 Relaxation in the Rotating Frame

In the presence of an applied rf field, a transformation into a rotating frame, where
the time dependence of the rf Hamiltonian Hrf (t) is removed, has to precede the
transformation into the interaction frame. When the Zeeman interaction is the dom-
inant term in H0, the interaction frame is a doubly rotating tilted frame. Thus, the
frequencies used as arguments of the spectral density function should be replaced by
ω

q
p + ω

q(rf )
p , where the latter is defined by
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K∑
i=1

ωrf ,i

⎥
Izi, Aq

kp

]
= ωq(rf )

p A−q
kp , (2.52)

in which ωrf ,i is the frequency of the rotating frame for the ith spin and K is the
number of irradiated spins.

However, in most of the cases ω1τc � 1, where ω1 is the applied rf ampli-
tude and τc is the rotational correlation time of the molecule of interest. Therefore

jq
(
ω

q
p + ω

q(rf )
p

)
≈ jq

(
ω

q
p
)
. Using this approximation, it is possible to compute

approximate relaxation rate constants by transforming the operators in the tilted
frame to the laboratory frame before using Eq.2.47:

�′
rs =

〈
U−1B′

rU | �̂
{
U−1B′

sU
}〉

〈
B′

r | B′
r

〉 . (2.53)

For instance, if an rf field is applied with x-phase, the transformation is defined as a
rotation around the y-axis:

U = exp

{
i

K∑
i=1

θiIyi

}
, (2.54)

in which θi = ω1/δi is the tilt angle.
The autorelaxation rate R1 (θi) or R1ν is given by

R1ν = R1 cos
2 θi + R2 sin

2 θi. (2.55)

Operators that do not commute with the Hamiltonian in the rotating frame decay
rapidly as a consequence of rf inhomogeneities: therefore, if a continuous-wave
field is applied, only operators which do not evolve in the rotating frame have to
be considered, i.e. longitudinal operators and zero-quantum coherences. If the rf
field is phase- or amplitude-modulated in order to suppress the effect of offsets and
rf inhomogeneities, more quantum states have to be considered and the effective
average rate constant has to be obtained by averaging the instantaneous rate constant
over the trajectory followed by the operator under the influence of the rotating-frame
Hamiltonian (see Sects. 2.4 and 2.5).

2.3.4 Spectral Density Functions

As shown by Hubbard [6], in the high-temperature limit, the description of the relax-
ation properties of the system requires only one spectral density function, because
the following identity holds:
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Table 2.1 Spatial functions for relaxation mechanisms

Interaction c (t)

Dipolar −√
6 (μ0/4π) �τIτSrIS (t)−3

CSA πστI B0/
√
3

Quadrupolar e2qQ/ [4�I (2I − 1)]

An axially symmetric chemical shift tensor is assumed, with σzz = σ∈, σxx = σyy = σ⊥ and
πσ = σ∈ −σ⊥. The electric field gradient tensor is assumed to be axially symmetric, with principal
values Vzz = eq and Vxx = Vyy. Q is the nuclear quadrupole moment and e is the electron charge

jq (ω) = (−1)q j0 (ω) ≡ (−1)q j (ω) . (2.56)

Tensor operators of rank 2 can be used to describe the relaxation mechanisms of
interest. The random functions F0

2 (t) in Eq.2.39 can be factored as

F0
2 (t) = c0 (0) Y0

2 [δ(t)] . (2.57)

Therefore, the spectral density function can be written as

j (ω) = Re

⎧⎨
⎩

∞∫
−∞

c0 (t) c0 (t + τ) Y0
2 [δ(t)]Y0

2 [δ(t + τ)] exp (−iωτ) dτ

⎫⎬
⎭

= Re

⎧⎨
⎩

∞∫
−∞

C (τ ) exp (−iωτ) dτ

⎫⎬
⎭ , (2.58)

with the stochastic correlation function:

C (τ ) = c0 (t) c0 (t + τ) Y0
2 [δ(t)] Y0

2 [δ(t + τ)]. (2.59)

In the above equations, c0 (t) is a function of physical constants and spatial variables
(see Table 2.1), Y0

2 [δ(t)] is a modified second-order spherical harmonic function
(see Table 2.2) of the polar angles in the laboratory frame δ(t). The polar angles are
used to define the orientation in the laboratory frame of a vector that points in the
principal direction for the interaction. The most important feature of spectral density
functions is that, as the molecules tumble in solution, the oscillating magnetic fields
that cause relaxation are not distributed in a homogeneous way over all frequencies.
The power spectral density function can be used tomeasure the probability ofmotions
with frequency between ω and ω + dω.

For a rigid spherical molecule, the spatial function is time-independent (i.e.,
c (t) = c0), and therefore J (ω) = d00J (ω), in which d00 = c20. The orientational
spectral density function used here is defined as
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Table 2.2 Modified
second-order spherical
harmonics

q Yq
2

0
(
3 cos2 θ − 1

)
/2

1 −√
3/2 sin θ cos θeiρ

2
√
3/8 sin2 θei2ρ

J (ω) = Re

⎧⎨
⎩

∞∫
−∞

C2
00 (τ ) exp (−iωτ) dτ

⎫⎬
⎭ , (2.60)

in which the orientational correlation function

C2
00 (τ ) = Y0

2 [δ(t)]Y0
2 [δ(t + τ)] (2.61)

was used. For instance, in the case of isotropic rotational diffusion of a rigid rotor,
the orientational correlation function is

C2
00 (τ ) = 1

5
e−τ/τc , (2.62)

in which τc is the correlation time, which depends on the size of the molecule, the
viscosity of the solution, and the temperature. The corresponding spectral density
function is

J (ω) = 2

5

τc(
1 + ω2τ 2c

) . (2.63)

The functional form in Eq.2.63 is a Lorentzian. Therefore, because the value of
a Lorentzian is almost constant for ω2τ 2c < 1, if the molecular motion is rapid

enough to satisfy ω
(q)2
p τ 2c � 1 (i.e., τc is short enough), J

(
ω

q
p
) ≈ J (0) is a good

approximation. We shall refer to this limit as extreme narrowing regime. On the
contrary, if the motion is very slow, i.e.ω(q)2

p τ 2c → 1, then J
(
ω

q
p
) ∝ ω

(q)−2
p τc, a limit

known as spin diffusion (or slow tumbling) regime.
Both overall rotational Brownian motions and relative motions of nuclei in a

molecular reference frame contribute to the modulation of local magnetic fields. In
the case of isotropic rotational diffusion, to a very good approximation, the total
correlation function can be factored as

C (τ ) = CO (τ ) CI (τ ) , (2.64)

in which the correlation function for overall motions CO (τ ) is given by Eqs. 2.61
and 2.62, whereas the correlation function for internal motions has to be computed
directly from Eq.2.59 assuming a model of intramolecular motions.
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Table 2.3 Tensor operators
for the dipolar interaction

q p Aq
2p ωp

0 0
(
2/

√
6
)

IzSz 0

0 1 −1/
(
2
√
6
)

I+S− ωI − ωS

1 0 − (1/2) IzS+ ωS

1 1 − (1/2) I+Sz ωI

2 0 (1/2) I+S+ ωI + ωS

2.3.5 Relaxation Mechanisms

In the following, wewill limit ourselves to intramolecular dipolar, anisotropic chemi-
cal shift, quadrupolar and scalar coupling interactions. Intramolecular paramagnetic
relaxation can be described by the same Hamiltonian as dipolar interactions, the
only difference being that the interaction is between the nucleus and an unpaired
electron. All other relaxation mechanisms are of no practical interest in the case of
biomolecules. In particular, for spin-1/2 nuclei in diamagnetic biological molecules,
the dipolar and the anisotropic chemical shift mechanisms are by far the dominant
mechanisms.

2.3.5.1 Dipolar Relaxation

In the case of intramolecular dipolar relaxation for a an IS spin system, the terms
Aq
2p are given in Table 2.3. The relaxation rate constants can be calculated using

Eq.2.47 and are given in Table 2.4. It is worth pointing out that R1 has a maximum
for ω0τc = 1, whereas R2 increases monotonically with τc.

If the two spins are weakly coupled, the longitudinal relaxation is unaffected
by the scalar interaction because both Iz and Sz commute with the scalar coupling
Hamiltonian. The expressions in Table 2.4 are therefore still valid.

As far as the transverse relaxation is concerned, the in-phase I+ (S+) term evolves
into the anti-phase operator 2I+Sz (2IzS+) under the effect of the scalar interaction.
If the evolution is faster than the relaxation processes, an average relaxation constant
is measured because the magnetization is rapidly exchanging between in-phase and
anti-phase terms.

2.3.5.2 Chemical Shift Anisotropy and Quadrupolar Relaxation

Local fields that lie at the origin of chemical shifts are in general anisotropic. There-
fore, the chemical shift is best described as a tensor. The reorientation of this tensor
with respect to the laboratory frame induces a time-varying magnetic field on the
nucleus and, consequently, relaxation. The chemical-shift anisotropy (CSA) relax-
ation is significant for 13C, 15N and 31P, while it is negligible for protons, and it has
a quadratic dependence on the strength of the static magnetic field.
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Table 2.4 Relaxation rate constants for IS dipolar interaction

Coherence Operator Relaxation rate constant
level

Populations Iz (d00/4) {J (ωI − ωS) + 3J (ωI ) + 6J (ωI + ωS)}
Sz (d00/4) {J (ωI − ωS) + 3J (ωI ) + 6J (ωI + ωS)}
Iz ↔ Sz (d00/4) {−J (ωI − ωS) + 6J (ωI + ωS)}

0 2IzSz (3d00/4) {J (ωI ) + J (ωS)}
ZQx, ZQy (d00/8) {2J (ωI − ωS) + 3J (ωI ) + 3J (ωS)}

±1 I+, I− (d00/8) {4J (0) + J (ωI − ωS) + 3J (ωI ) + 6J (ωS) + 6J (ωI + ωS)}
S+, S− (d00/8) {4J (0) + J (ωI − ωS) + 3J (ωS) + 6J (ωI ) + 6J (ωI + ωS)}
2I+Sz, 2I−Sz (d00/8) {4J (0) + J (ωI − ωS) + 3J (ωI ) + 6J (ωI + ωS)}
2IzS+, 2IzS− (d00/8) {4J (0) + J (ωI − ωS) + 3J (ωS) + 6J (ωI + ωS)}

±2 DQx, DQy (d00/8) {3J (ωI ) + 3J (ωS) + 12J (ωI + ωS)}
d00 = (μ0/4π)2 �

2τ 2
I τ 2

S r−6
IS

Table 2.5 Tensor operators
for the CSA interaction

q p Aq
2p ωp

0 0
(
2/

√
6
)

Iz 0

1 0 − (1/2) I+ ωI

Table 2.6 Tensor operators
for the quadrupolar
interaction

q p Aq
2p ωp

0 0
(
1/2

√
6
) [

4I2z − I+I− − I−I+]
0

1 0 − (1/2)
[
IzI+ + I+Iz

]
ωI

2 0 (1/2) I+I+ 2ωI

Nuclei with I > 1/2 also have a nuclear electric quadrupole moment, which is a
measure of how much the nuclear charge distribution departs from a spherical one.
A relaxation pathway is provided by the interaction of the quadrupole moment with
local oscillating electric field gradients, generated by the electrons.

The terms Aq
2p for the CSA and quadrupolar interactions are given in Tables 2.5

and 2.6, respectively. Longitudinal and transverse relaxation rate constants are given
in Table 2.7, where axially symmetrical CSA and quadrupolar tensors were assumed
for a spin-1 nucleus.

2.3.5.3 Scalar Relaxation

In the presence of a scalar interaction, the local magnetic field experienced by spin
S (e.g., a nitrogen-15) depends on the value of the J-coupling constant with spin I
(e.g., a proton). The magnetic field is time-dependent in the following two scenarios:

1. the value of the J-coupling constant is time-dependent (scalar relaxation of the
first kind). This can happen in the case of transitions of the spin system between
environments where the coupling constant assumes different values;
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Table 2.7 CSA and quadrupolar relaxation rate constants

Rate constant CSA Quadrupolar

R1 d00J (ωI ) 3d00 {J (ωI ) + 2J (2ωI )}
R2 (d00/6) {4J (0) + 3J (ωI )} (3d00/2) {3J (0) + 5J (ωI ) + 2J (2ωI )}
CSA d00 = (

σ∈ − σ⊥
)2

ω2
I /3

Quadrupolar d00 = [
e2qQ/ (4�)

]2

2. the state of spin I varies very rapidly (scalar relaxation of the second kind). This is
the case if the nucleus relaxes rapidly or if it is involved in fast chemical exchange.

Expressions for contributions to relaxation rate constants from scalar relaxation are
given by [7]:

Rsc
1 = 2A2

3
S(S + 1)

τ2

1 + (ωI − ωS)
2 τ 22

; (2.65)

Rsc
2 = A2

3
S(S + 1)

[
τ2

1 + (ωI − ωS)
2 τ 22

+ τ1

]
. (2.66)

For scalar relaxation of the first kind, A = 2π (p1p2)1/2 (J1 − J2), in which J1 and
J2 are the scalar coupling constants, p1 and p2 the populations of the two sites, and
τ1 = τ2 = τe is the exchange time constant. In the case of relaxation of the second
kind, A = 2πJIS and τ1 and τ2 are the spin-lattice and spin-spin relaxation time
constants for spin S.

2.4 Average Hamiltonian Theory

In the following section, we will adopt the approach of [8].
The principle on which Average Hamiltonian Theory (AHT) rests is that, in the

case of a periodic time-dependent Hamiltonian, it is possible, under suitable condi-
tions, to describe the evolution of the spin system with good accuracy considering
the average effect of the Hamiltonian over a cycle of its oscillations [9]. For a time-
independent system, the evolution operator can be written in an exponential form.
Therefore, in the time-dependent case, for the Schrödinger equation

dσ (t)

dt
= −iH (t) σ (t) , (2.67)

a solution expressed in an exponential form is postulated, given by

σ (t) = e−iH(t)σ (0) , (2.68)
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in which H (t) is a continuous function of time, that is not to be confused with the
Hamiltonian H (t).1 As proposed by Magnus [10], H (t) can be written as a series
expansion:

H (t) = H(0) (t) + H(1) (t) + H(2) (t) + · · · . (2.69)

For reference, the first two terms are

H(0) (t) =
t∫

0

H (t1) dt1, (2.70)

H(1) (t) = − i

2

t∫
0

t2∫
0

[H (t2) ,H (t1)] dt1dt2. (2.71)

In the case of a periodic Hamiltonian, i.e., H (t) = H (t + τ), one can compute
the integrals over one cycle and extend them to arbitrary durations by setting

σ (Nτ) =
⎥
e−iH(τ )

]N
σ (0) . (2.72)

In the literature, the terms of the expansion of H (τ ) are divided by τ to yield a
time-independent effective Hamiltonian. The average Hamiltonian is given by the
zeroth-order term

H
(0) = H(0) (τ )

τ
, (2.73)

whereas the first-order correction to H
(0)

is given by

H
(1) = H(1) (τ )

τ
, (2.74)

and so on for higher-order terms.
Although a considerable simplification in the calculations is achieved, one draw-

back of AHT is that the system can only be observed “stroboscopically” at integer
multiples of the period, i.e., at t = Nτ . A second, possibly more serious, limitation is
that the series in Eq.2.69 must converge. A rough criterion is developed as follows.
H(n) (t) contains n-fold products ofH (t) and each integration introduces a term pro-

portional to τ . Therefore, the nth-order term is roughly proportional to
(〈
H 2

〉1/2
τ

)n
.

Hence, the series should converge for
〈
H 2

〉1/2
τ < 1. Although often useful, this

criterion is not rigorous and can provide misleading results.

1 Magnus [10] shows that, rigorously speaking, H (t) always exists for t close to zero, but may not
be a solution valid for the entire domain of the function. Indeed, some restrictions must be placed
onH (t) for H (t) to be well defined for all t. The reader is referred to the original work of Magnus
for a discussion of these restrictions.
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2.5 Average Liouvillian Theory

The behavior of a spin system under the combined effect of rf pulses, free-precession
intervals and relaxation can be described, with good accuracy, in the framework of
the Average Liouvillian Theory (ALT). We shall present here its basic concepts
following the account of [11].

It is possible to write a general solution to Eq.2.25 in the form

σ (t) = e−L̂tn
n−1∏
j=1

⎥
R̂je

−L̂tj
]
σ (0) , (2.75)

in which t = ∑
j tj, and R̂j is a superoperator that corresponds to the transformation

induced by a pulse, or a group of pulses,whichmayormaynot include free precession
delays. In Eq.2.75, we implicitly assumed that all the transformations induced by
pulses are instantaneous. If this assumption is not valid, the effect of the rf pulses
may be included in L̂. Also, in the symbol

∏
j it is implied that the indices j are sorted

by time from right to left in ascending order.
For the jth time step a transformed Liouvillian L̂T

j can be defined as

L̂T
j = R̂n−1R̂n−2 · · · R̂jL̂R̂−1

j · · · R̂−1
n−2R̂−1

n−1. (2.76)

Similarly, a transformed initial density matrix is defined as

σ T (0) =
n−1∏
j=1

R̂jσ (0) . (2.77)

Equations 2.76 and 2.77 allow to rewrite Eq.2.75 as

σ (t) =
n∏

j=1

e−L̂T
j tjσ T (0) . (2.78)

Imperfections of the transformations R̂j lead to losses that may be treated including
in Eq.2.78 a scalar factor Aj, which correspond to the attenuation due to the jth step:

σ (t) =
n∏

j=1

Aje
−L̂T

j tjσ T (0)

= A
n∏

j=1

e−L̂T
j tjσ T (0) , (2.79)
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in which A = ∏n
j=1 Aj is a measure of the total attenuation due to the entire pulse

sequence, with 0 < A < 1.
In analogy with the average Hamiltonian of Eq.2.69, the average Liovillian is

defined as
L̂av = L̂(0) + L̂(1) + L̂(2) . . . , (2.80)

where

L̂(0) = 1

t

∑
j

L̂T
j tj,

L̂(1) = − 1

2t

∑
j>k

⎥
L̂T

j tj, L̂T
k tk

]
,

L̂(2) = − 1

6t

∑
j>k>l

⎥
L̂T

j tj,
⎥
L̂T

k tk, L̂T
l tl

]]
+

⎥⎥
L̂T

j tj, L̂T
k tk

]
, L̂T

l tl
]

+ 1

2

{⎥
L̂T

k tk,
⎥
L̂T

k tk, L̂T
l tl

]]
+

⎥⎥
L̂T

k tk, L̂T
l tl

]
, L̂T

l tl
]⎢

· · · (2.81)

Using the definition of average Liouvillian in Eq.2.79, we obtain

σ (t) = Ae−L̂avtσ T (0) = AÛavσ
T (0) . (2.82)

The terms in L̂av have symmetry properties that reflect those of the pulse sequence.
Indeed, a handful of theorems can be used to simplify the calculation of the average
Liouvillian:

1. In the case of a symmetric Liouvillian, i.e.,
L̂T

j = L̂T
n−j+1, and all the even-order corrections vanish, i.e., L̂(k) = 0 for even k;

2. If the transformations R̂j are distributed in an antisymmetric way, i.e., R̂j = R̂−1
n−j,

the Liouvillian is symmetric, i.e., L̂T
j = L̂T

n−j+1;
3. On the contrary, if the distribution of the transformations is symmetric, i.e.,

R̂j = R̂n−j, the Liouvillian is symmetric only if the matrix associated to each
transformation is diagonal.

Similarly to the average Hamiltonian, the existence of the average Liouvillian is
guaranteed only if some requirements are met. Formally, a given Liouvillian can be
written as the sum of a time-dependent and a time-independent part:

L̂ (t) = L̂0 + λL̂1 (t) . (2.83)
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Here, L̂1 (t) includes all the time-dependent components that are induced by the trans-
formations applied to the system,2 whereas L̂0 includes phenomena that are constant
during the experiment, such as relaxation, chemical shifts and scalar couplings.

The most important parameter in the above equation is λ, that is a measure of
the strength of the influence of the applied rf fields on the natural spin dynamics.
Indeed, the basis of ALT is the assumption that the propagator can be written at any
time in an exponential form, i.e.,

Û (t) = e−δ(λ,t). (2.84)

In other words, in analogy with the average Hamiltonian theory, the existence of a
valid solution to the master equation that can be expressed in an exponential form is
assumed. As shown by Maricq [12], the condition of validity is that δ(λ, t) can be
expanded in a power series in λ, although for some singularities it may not be possible
to write an exponential solution to the master equation. The reader is referred to [12]
for further details.

Lastly, a criterion to estimate the weight of the contribution of higher-order terms
to the average Liouvillian is provided. We shall start by defining the norm ∈A∈ of a
matrix A as the square root of the largest eigenvalue λmax of (AᵀA).3

The following general expression can be deduced from Eq.2.81:

L̂(k) = −1

k

∑
j>

⎥
L̂T

j tj, L̂(k−1)
]
, (2.85)

in which the subscript j > was used to indicate that the time sorting of j must be
conserved. If one assumes that the eigenvalues of L̂ are good approximations of the
eigenvalues of L̂T

j , then

∈L̂(k)∈
∈L̂(k−1)∈ ≈

√
λmax

(
L̂ᵀL̂

) (∑
j tj

)

k
=

t

√
λmax

(
L̂ᵀL̂

)

k
. (2.86)

Higher-order terms can therefore be ignored when the above ratio is much smaller

than one, i.e., if t

√
λmax

(
L̂ᵀL̂

)
� k, or simply tλmax

(
L̂

)
� k in the case of a

symmetric Liouvillian. Usually, the terms with k > 2 can be safely neglected.

2 The time dependence is not the one due to the modulation of the rf fields that can be removed
by transforming to a rotating frame, but the one due to the fact that different transformations R̂j are
applied at different tj . Therefore, L̂1 (t) is, strictly speaking, a discrete function of time.
3 If A is symmetric, ∈A∈ is simply equal to its largest eigenvalue.
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Chapter 3
Analytical Models for Relaxation Dispersion
Experiments

In the following, we shall use the theoretical principles discussed in the previous
chapter to develop analytical models to describe relaxation dispersion experiments
and to derive analytical functions that allowone to extract information from the exper-
imental data. We shall limit our discussion to the case of fast exchange between two
conformers, which turned out to be the most useful model to describe our experi-
mental results.

3.1 Exchange Contributions to Relaxation in the Absence
of rf Fields

The free precession of transverse magnetization can be described in the framework
of the McConnell equations (see Eq.2.22) with τ1 = 0 [1]. This allows one to
quantify contributions of exchange processes to the relaxation rate of interest, i.e.,
the sensitivity of the relaxation dispersion method of choice, and to determine the
asymptotic behavior of the relaxation rate under study in the limit of infinite amplitude
of the applied rf fields.

3.1.1 Effects in Single-Quantum Spectroscopy

The frequency domain spectrum is given by

〈
M+ (τ)

〉 = 〈
ω0|

{
i (τ − ρ) + π2 − K⊗}−1 |ω0

〉
M+ (0) , (3.1)

in which ρi j = δi jρi contains information about the chemical shifts, π2i j = δi j R0
2i

describes the effects of exchange-independent relaxationmechanisms, and thematrix

N. Salvi, Dynamic Studies Through Control of Relaxation in NMR Spectroscopy, 33
Springer Theses, DOI: 10.1007/978-3-319-06170-2_3,
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K⊗ = SKS−1, with Si j = δi j p−1/2
i , is the symmetrized exchange matrix that takes

into account the fact that, at equilibrium, the i th site has fractional population pi .
Except for very slow exchange, it is a good approximation to replace the R0

2i by
the average value R̄0

2 , since |R0
2i − R̄0

2 | � Kii .
For fast exchange between two sites A and B, with forward and backward rates

kAB and kB A, respectively, when only a single resonance is observed, the transverse
relaxation rate constant is [2]

R2 = R̄0
2 + ∞u1|τ|u2〉2

E2
. (3.2)

where u1,2 and E1,2 are the eigenvectors and the modulus of the eigenvalues of K⊗.
Using the above equation, one obtains the final result [3, 4]

R2 = R̄0
2 + p1 p2θτ2

kex
= R̄0

2 + Rex
2 , (3.3)

in which kex = kAB + kB A and θτ is the difference between the resonance frequen-
cies of the two sites.

3.1.2 Effects in Multiple-Quantum Spectroscopy

If two spins I and S are affected by the same exchange process as in the previous
section, correlated transitions of the two nuclei between the sites result in correlated
chemical shift changes. In this case, chemical exchange can induce either broadening
or narrowing of the resonance line [5].

The chemical shift differences to be used when investigating the relaxation prop-
erties of multiple-quantum coherences can be defined as θτDQ = θτI + θτS

for the double-quantum (DQ) coherence I +S+ and θτZQ = θτI − θτS for the
zero-quantum (ZQ) coherence I +S−.

Using the above expressions in Eq.3.3, the difference in relaxation rate constants
for the multiple-quantum coherences is given by

θRMQ = RDQ − RZQ = θR0
MQ + 4p1 p2θτI θτS

kex
= θR0

MQ + θRex
MQ, (3.4)

withθR0
MQ = R0

DQ − R0
ZQ. This exchange-free rate, being the difference of two rates

of the same order of magnitude, is very close to zero. Thus, a significant value for
θRMQ is a clear indication of the presence of an exchange process. Also, the sign of
θRMQ is essentially determined by the relative sign of the chemical shift differences
θτI and θτS . This information, which is not provided by single-quantum exper-
iments, can offer insights into the mechanism of the exchange phenomenon under
investigation [6–8].
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Fig. 3.1 BasicCPMGecho train.During aCPMGexperiment, a train ofπ pulses (empty rectangles)
is applied. The spacing between consecutive pulses is σcp. The block σcp/2 − π pulse−σcp − π

pulse−σcp/2 is repeated n times

3.2 Relaxation During CPMG Echo Trains

3.2.1 Relaxation of Single-Quantum Coherences

In single-quantum CPMG experiments the relaxation of transverse magnetization is
observed during a train of π pulses (see Fig. 3.1).

The effect of each of these pulses is to invert the sense of precession of the
magnetization. According to [2], the transverse relaxation rate is given by

R2
(
1/σcp

⎡ = R̄0
2 − 1

2σcp

ln ζ, (3.5)

in which ζ is the largest eigenvalue of the matrix A = exp
⎣
(iτ + �)† σcp

⎤
exp

⎣
(iτ + �) σcp

⎤
.

In the case of two sites in fast exchange, Eq.3.5 simplifies to

R2
(
1/σcp

⎡ = R̄0
2 + p1 p2θτ2

kex

⎦
1 − 2 tanh

⎣
kexσcp/2

⎤
kexσcp

)
. (3.6)

3.2.2 Relaxation of Multiple-Quantum Coherences

In multiple-quantum CPMG experiments it is convenient to select either the zero- or
double-quantum component and to analyze the respective data separately. Therefore,
without loss of generality, it is possible to consider only the zero-quantum coher-
ences in the theoretical framework offered by the McConnell equations. Assuming
exchange between two sites A and B, under the effect of a spin-echo applied to
the two channels simultaneously (see Fig. 3.2) and on resonance with the resonance
frequency of the two spins in site A, the zero-quantum coherences will evolve as
follows:
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I

S

Fig. 3.2 Basic multiple-quantum CPMG echo train. During a multiple-quantum CPMG experi-
ment, a train of π pulses (empty rectangles) is applied simultaneously on the two channels I and S.
The spacing between consecutive pulses is σcp. The block [σcp/2 − π pulse−σcp − π pulse−σcp/2]
is repeated n times


⎢⎢

ZQA
x
(
1/2νcp

⎡
ZQB

x
(
1/2νcp

⎡
ZQA

y
(
1/2νcp

⎡
ZQB

y
(
1/2νcp

⎡


⎥⎥ = eA/4νcp Rπ eA/4νcp


⎢⎢

ZQA
x (0)

ZQB
x (0)

ZQA
y (0)

ZQB
y (0)


⎥⎥ = eA/4νcp Rπ eA/4νcp


⎢⎢

pA

1 − pA

0
0


⎥⎥ ,

(3.7)

in which the matrix

A =


⎢⎢

−kex (1 − pA) − R0
ZQ kex pA 0 0

kex (1 − pA) −kex pA − R0
ZQ 0 −θτZQ

0 0 −kex (1 − pA) − R0
ZQ kex pA

0 θτZQ kex (1 − pA) −kex (1 − pA) − R0
ZQ


⎥⎥

(3.8)

includes both the effects of auto-relaxation and of chemical exchange, pA is the popu-
lation of site A, R0

ZQ is the exchange-free auto-relaxation of zero-quantumcoherences,
θτZQ = θτI−θτS is the difference in chemical shift between the two states revelant
for the zero-quantum coherences, and

Rπ =


⎢⎢
1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1


⎥⎥ (3.9)

is amatrix representing the effect of an idealπ pulsewith phase x . Thus, the relaxation
rate of zero-quantum coherences can be expressed as

RZQ

(
νcp

⎡ = − 1

2νcp

log

[
Z Q A

x

(
1/2νcp

⎡
Z Q A

x (0)

⎧
= − 1

2νcp

log

[
Z Q A

x

(
1/2νcp

⎡
pA

⎧
. (3.10)
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Through cumbersome though elementary algebraic calculations, the above equation
can be rewritten as

RZQ

(
νcp

⎡ = Re

⎨
−2νcp log

⎩
e
− kex

4νcp
C D

AB

⎫⎬
+ R0

ZQ, (3.11)

in which

A =
⎭

k2ex − 2ikex (−1 + 2pA)θτZQ − θτ2
ZQ

B =
⎭

k2ex + 2ikex (−1 + 2pA)θτZQ − θτ2
ZQ

C = A cosh

⎩
A

8νcp

⎫
+ (

kex − iθτZQ

⎡
sinh

⎩
A

8νcp

⎫

D = B cosh

⎩
B

8νcp

⎫
+ (

kex + iθτZQ

⎡
sinh

⎩
B

8νcp

⎫
. (3.12)

An analogous expression can be derived using the same procedure for the relaxation
of double-quantum coherences. In this case,θτZQ is replaced byθτDQ = θτI+θτS.

Expressions similar to those derived in this sections have been published in [9].

3.3 Relaxation During R1ρ Experiments

In R1π experiments the relaxation rate of single-quantum coherences is measured
while applying a continuous-wave rf field at τcarrier with amplitude τ1/ (2π). The
auto-relaxation rate for the component of the magnetization along the direction of
the effective field, which is a function of the tilt angle θ (see Eq.2.55), depends on
τ1 and on the population-averaged chemical shift ρ. More precisely, R1π depends

on the effective field amplitude in the rotating frame τeff =
⎭

τ2
1 + ρ2.

Let us assume an exchange process between two sites, in which τeff is the same
for both sites. In other words, we are assuming that either τ1 or the offsets of both
sites are much larger than the chemical shift difference between the two sites θτ.
Under this assumption, the following expression is valid in the fast-exchange regime
[10, 11]:

R1π = R0
1π + sin2 θ

pA pBθτ2kex

k2ex + τ2
eff

, (3.13)

inwhich R0
1π is the exchange-free relaxation rate constant, i.e. the relaxation rate con-

stant in the limitτeff → ∞. Combining Eqs. 2.55 and 3.13, one obtains the following
expression for the relaxation of the transverse component of the magnetization:

http://dx.doi.org/10.1007/978-3-319-06170-2_2
http://dx.doi.org/10.1007/978-3-319-06170-2_2
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R2 = R0
2 + pA pBθτ2kex

k2ex + τ2
eff

, (3.14)

where R0
2 is the exchange-free relaxation rate constant. The above expression allows

one to extract from the relaxation dispersion information about the product pA pBθτ2

of the populations and the square of the chemical shift difference between the
exchanging sites, but does not allow one to determine these parameters separately.

3.4 Evolution and Relaxation of Multiple-Quantum Coherences
Under Heteronuclear Double Resonance Irradiation

3.4.1 Relationship Between �RMQ and the Cross-Relaxation
Rate of Multiple-Quantum Coherences

In order to perform relaxation dispersion experiments of multiple-quantum coher-
ences and extract information from the value of θRM Q as shown in Sect. 3.1.2, it is
possible to measure the cross-relaxation rate of multiple-quantum coherences μMQ,
defined as the rate of the following interconversion process:

2Ix Sx ←→ 2Iy Sy . (3.15)

Indeed, in the absence of any applied rf fields, the effect of the relaxation super-
operator on the evolution of multiple-quantum coherences is described by a set of
differential equations as follows:

d

dt

⎩
2Ix Sx

2Iy Sy

⎫
=

⎩−ζMQ μMQ

μMQ −ζMQ

⎫ ⎩
2Ix Sx

2Iy Sy

⎫
, (3.16)

in which ζMQ is the auto-relaxation rate.
If we start with π(0) = 2Ix Sx , the solution of the above system of coupled

equations is given by

2Ix Sx (t) = e−(ζMQ+μMQ)t + e−(ζMQ−μMQ)t ,

2Iy Sy (t) = e−(ζMQ−μMQ)t − e−(ζMQ+μMQ)t . (3.17)

Recalling the definitions

2Ix Sx = ZQx + DQx ,

2Iy Sy = ZQx − DQx , (3.18)
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R RR R RR RRI

R RR R R RS R R

-x -x -x -xx x x x -x

(a)

(b)

Fig. 3.3 HDRWALTZ-32 pulse scheme. a The first part of the sequence corresponds to aWALTZ-
16 sequence applied simultaneously, with the same phases and rf amplitudes, to both I and S.
During the second part of the sequence the phase of the composite pulses for spin S are shifted by
π . b The scheme is based on the repetition of a composite pulse R shown here. 90, 180, 270 and
360≈ pulses are represented by white, black, dark grey and light gray rectangles, respectively. The
labels at the top of each rectangle indicate the phases of the rf pulses

it is straightforward to recognize from Eq.3.17 that

RZQ = ζMQ − μMQ,

RDQ = ζMQ + μMQ. (3.19)

Therefore, we can conclude that

θRMQ = RDQ − RZQ = 2μMQ. (3.20)

3.4.2 Preservation of Relaxation Pathways

However, the simultaneous application of continuous-wave rf fields to both I and
S, in a fashion analogous to R1π experiments, would not preserve the interconver-
sion between the multiple-quantum coherences. For instance, by applying the fields
along the x axes of the the doubly rotating frame, one would effectively spin-lock
2Ix Sx , wheres 2Iy Sy would nutate about the rf fields and it would be dephased by
rf inhomogeneities.

Therefore, the simple continuous-wave spin-lock has to be replaced by a pulse
scheme able to preserve all multiple-quantum coherences in the relevant subspace
(i.e., 2Ix Sx , 2Iy Sy , 2Ix Sy , 2Iy Sx ), so that cross-relaxation is the only process that
can lead to an interconversion between these operators.

The WALTZ-32 scheme (see Fig. 3.3) has the required properties [18]. Indeed,
using the formalism of the Average Hamiltonian Theory presented in the previous
chapter, it is possible to show that
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Fig. 3.4 Reprinted with permission from [18]. Copyright 2009, AIP Publishing LLC. Simulations
of the expectation values of 2Ix Sx (a) and 2Iy Sy (b) after two cycles of HDRWALTZ-32 irradiation
as a function of the offsets of spins I and S. The initial density operator was set to 2Ix Sx , with a
scalar coupling constant J = 90Hz and an rf amplitude τ1/ (2π) = 2kHz

H̄ (0)
WALTZ = π JIS

2
2Iz Sz, (3.21)

and

H̄ (2)
WALTZ = − 1

τ2
1

JIS

576

[
21J 2

ISπ
3 + 4 (10 + 49π)

(
ρ2

I + ρ2
S

)]
2Iz Sz . (3.22)

Thus, all the orders of the average Hamiltonian computed by [18] commute with
the multiple-quantum operators so that offsets and scalar couplings can be ignored,
provided that their magnitude is smaller than the applied rf pulses.

These results seem to be confirmed by the output of numerical simulations, where
the expectation values of the multiple-quantum coherences of interest under HDR
WALTZ-32 for different values of the offsets of spins I and S are determined (see
Fig. 3.4). The offset profiles show that during the sequence the coherent leakage
between 2Ix Sx and 2Iy Sy becomes significant only for offsets larger than τ1.

However, our experimental results do not confirm the output of numerical simu-
lations. Indeed, as shown in Fig. 3.5, significant leakage from 2Ix Sx is observed also
for offsets smaller than the rf amplitude, and even for very small offsets. The leakage
measured when using older electronics (Fig. 3.5a) is generally larger than the one
measured when the experiments are carried out using newer equipment (Fig. 3.5b).
Also, the results are only partially reproducible when using spectrometers of the
same generation. These observations support the hypothesis that the discrepancy
between theory and experiments is due to pulse imperfections and in particular to
the fact that a finite amount of time is required to switch the phase of the rf pulses
from x to −x and vice-versa, whereas a windowless sequence with instantaneous
phase switching is assumed in the calculations. Nevertheless, attempts to reproduce
the experimental errors using simple modifications of our numerical simulations, for
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Fig. 3.5 Measurements of the expectation values of 2Ix Sx a at 11.7T (500MHz for 1H) using
a Bruker Avance II console for the generation of the rf pulses and b at 14.1T (600MHz for 1H)
using a Bruker Avance III console for the generation of the rf pulses as a function of the offsets
of spins I and S. A state 2Ix Sx was prepared in the HN -N pair of the side chain of L-tryptophan
enriched in 15N dissolved in a mixture of 90% ethylene glycol and 10% H2O. D2O was used as
an external lock in an inner concentric tube. The HDR irradiation was applied during three cycles
of WALTZ-32 with rf amplitudes τ1/ (2π) = 1kHz on both channels. Contours delimitate areas
where the measured values are±0.25,±0.50,±0.75 and±1.0 times the maximummeasured value

instance by including delays between the pulses, were not successful. For the time
being reliable data can only be obtained using the HDR technique when the rf pulses
are applied on resonance for both spins I and S.

3.4.3 Effect of the HDR Irradiation on Relaxation

The effect of the HDRWALTZ-32 sequence of the previous section can be described
in the framework of average Liouvillian theory [16]. In the following it will be
assumed that the system is observed stroboscopically at integer multiples of the
period T = 96π/τ1. On the basis of the results of average Hamiltonian theory,
scalar couplings and offsets were not included in the calculations. Using Eq.2.82,
and considering only zero-th order effects, one obtains

d

dt

⎩
2Ix Sx

2Iy Sy

⎫
=

⎩−ζWALTZ
xx μWALTZ

MQ

μWALTZ
MQ −ζWALTZ

yy

⎫ ⎩
2Ix Sx

2Iy Sy

⎫
, (3.23)

in which

http://dx.doi.org/10.1007/978-3-319-06170-2_2
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ζWALTZ
xx = ζMQ,

ζWALTZ
yy = 1

8

(
3ζMQ + πa

I + πa
S + 3πIS

⎡
, (3.24)

μWALTZ
MQ = μMQ/2.

In other words,

1. the effective cross-relaxation rate μWALTZ
MQ is half of the rate in the absence of any

rf irradiation;
2. the auto-relaxation of 2Ix Sx is unaffected by the HDR WALTZ-32 block;
3. the effective auto-relaxation rate of 2Iy Sy is given by a linear combination of the

auto-relaxation rateζMQ, the auto-relaxation rates of the antiphase terms 2Ix Sz and
2Iz Sx (πa

I and πa
S, respectively), and the auto-relaxation rate of the longitudinal

two-spin order 2Iz Sz ;
4. on the basis of the above equations, it is possible to conclude that the evolution of

the multiple-quantum coherences is restricted to a seven-dimensional subspace of
the Liouville space, spanned by the operators 2Ix Sx , 2Iy Sy , 2Iz Sz , 2Iz Sx , 2Ix Sz ,
2Iz Sy , 2Iy Sz ;

5. the fact that the auto-relaxation rates ζWALTZ
xx and ζWALTZ

yy are not the same requires the
use of symmetrical reconversion in cross-relaxation experiments [17]. According
to this procedure, four signals sa/b (a, b = xx, yy) are recorded, by selecting
either 2Ix Sx or 2Iy Sy before and after the HDR irradiation. The signals are then
combined to give

S (nT ) =
√

sxx/yysyy/xx

sxx/xxsyy/yy

, (3.25)

in which n is an integer. The cross-relaxation rate of interest can than be extracted
by fitting the results of several experiments with different n to

f (nT ) = tanh |μWALTZ
MQ nT | = tanh |μMQ

2
nT |. (3.26)

The use of symmetrical reconversion masks the information about the sign of
μWALTZ

MQ , which can be recovered by comparing the relative signs of sxx/xx (syy/yy) and
sxx/yy (syy/xx).

3.4.4 Relaxation of Multiple-Quantum Coherences Under
HDR Irradiation

Recently, Podkorytov and Skrynnikov [12] have discussed relaxation-dispersion
experiments employing a single-resonance spin-lock rf field with alternating phases,
[(x)(−x)]n , applied to a spin S such as 1H or 15N, and have presented a theoretical
model based on Redfield theory that leads to an analytical expression to describe the
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dispersion, i.e., the dependence on the rf amplitude τ1 of exchange-induced con-
tributions to single-quantum relaxation. In the present section we discuss the more
challenging case of cross-relaxation of MQ coherences under the WALTZ-32 HDR
irradiation scheme on the basis of Redfield theory [13].

Let us consider a scalar-coupled heteronuclear two-spin system, I and S = 1/2,
and let us assume that the spin system experiences correlated modulations of the
isotropic chemical shifts between two non-equivalent sites or conformations, a and b.
Thesemodulations are assumed to be fast compared to the chemical shift differences,
i.e., θτ

I,S
ab σex � 1, where σex = 1/kex = 1/ (kf + kr), kf and kr are the forward and

reverse exchange rates, respectively, and θτk
ab = τk

b − τk
a are the chemical shift

differences between sites a and b for spin k = I, S. In the fast exchange regime, one
observes averaged spectral lines in the single-quantum spectra of spins k = I, S at
frequencies τk = paτk

a + pbτ
k
b, in which pa and pb represent the populations of

sites a and b.
In a doubly-rotating frame (DRF) precessing about the z axis at the two angular

frequencies τI and τS , the exchange-modulated chemical-shift Hamiltonian can be
written as

HZ(t) = n(t)hZ = n(t)
[
θτI

ab Iz + θτS
ab Sz

]
, (3.27)

in which n(t) is the stochastic function defined by Podkorytov and Skrynnikov [12],
i.e., a step-like random function that takes either of two values pb and −pa with
probabilities pa and pb, respectively (see Fig. 3.6). We shall assume here without
loss of generality that the chemical shift modulations are fully correlated, i.e., the
function n(t) is the same for spins I and S.

In the DRF the Hamiltonian describing the on-resonance rf irradiation is

Hrf(t) = τI
1(t)Ix + τS

1 (t)Sx , (3.28)

in which the amplitudes τk
1(t) (k = I, S) take the values τ1 and−τ1 if the rf phases

are switched between +x and −x , as shown in Fig. 3.3. In the DRF the dynamics of
a MQ coherence, described by the density operator λMQ(t), in the presence of time-
dependent double-resonance rf fields is governed by the following equation [12, 14]:

d

dt
λMQ(t) = −

∞∫
0

C(σ )
[
hZ,

[
e−i(ϕI (t,σ )Ix +ϕS(t,σ )Sx )hZe−i(ϕI (t,σ )Ix +ϕS(t,σ )Sx ), λMQ(t)

]]
dσ,

(3.29)

with the correlation function

C(σ ) = ∞n(t)n(t + σ)〉 = pa pbe−|σ |/σex , (3.30)

and the phase
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Fig. 3.6 Graphical repre-
sentation of the stochastic
function n(t) for the case
of (a) equal populations
pa = pb = 0.5 and (b) asym-
metric populations pa = 0.9
and pb = 0.1

(a)

(b)

ϕk(t, σ ) =
t∫

t−σ

τk
1(t

⊗)dt ⊗ (k = I, S). (3.31)

Equation 3.29 describes the relaxation of λMQ due to chemical-exchange-induced
fluctuations of the isotropic chemical shifts under heteronuclear double-resonance
rf irradiation. Information about the stochastic modulations of the chemical shifts is
contained in the time dependence of n(t), which appears in the correlation function
C(σ ). Information about the rf fields is included in the phases ϕI,S(t, σ ). Equation
3.29 does not include the coherent evolution of the density operator λMQ(t) under
HDR irradiation, because, as discussed in the previous sections, coherent effects
are averaged to zero provided that stroboscopic observation of the spin system after
integer numbers of WALTZ-32 cycles is carried out.

The MQ cross-relaxation rate μMQ that governs the interconversion between MQ
operators X = 2Ix Sx and Y = 2Iy Sy during rf irradiation can be calculated from
Eq.3.29,
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μMQ(t) = pa pb

(
θτI

ab

)2 ∞∫
0

e−σ/σexTr
{
Y

[
Iz,

[
e−iϕI (t,σ )Ix IzeiϕI (t,σ )Ix ,X

]]}
dσ

+ pa pb

(
θτS

ab

)2 ∞∫
0

e−σ/σexTr
{
Y

[
Sz,

[
e−iϕS(t,σ )Sx SzeiϕS(t,σ )Sx ,X

]]}
dσ

+ pa pbθτI
abθτS

ab

∞∫
0

e−σ/σexTr
{
Y

[
Sz,

[
e−iϕI (t,σ )Ix IzeiϕI (t,σ )Ix ,X

]]}
dσ

+ pa pbθτI
abθτS

ab

∞∫
0

e−σ/σexTr
{
Y

[
Iz,

[
e−iϕS(t,σ )Sx SzeiϕS(t,σ )Sx ,X

]]}
dσ,

(3.32)

where we have used the definition ∞A|B〉 = Tr
{

A†B
}
. One can verify that the first

two auto-correlated terms in Eq. (3.32) cannot contribute to the multiple-quantum
cross-relaxation rate of interest [15] and that the rate μMQ(t) thus entirely depends
on the cross-correlated contributions of the last two terms. Explicit spin-algebra
calculations lead to

μMQ(t) = θτ
2

∞∫
0

e−σ/σex [cosϕI (t, σ ) + cosϕS(t, σ )] dσ, (3.33)

where θτ
2 = pa pbθτI

abθτS
ab.

The scaling effect of the multiple-quantum cross-relaxation rate during the HDR
WALTZ-32 sequence, discussed in the previous section in the framework of the
average Liouvillian theory, is not taken into account by Eq.3.29 as written in the
DRF. This averaging effect is included here by introducing ad hoc a factor of 1/2.
We thus rewrite Eq.3.33 as

μWALTZ
MQ (t) = 1

2
θτ

2
∞∑

n=0

jn(t), (3.34)

in which

jn(t) =
8(n+1)σR∫
8nσR

e−σ/σex [cosϕI (t, σ ) + cosϕS(t, σ )] dσ, (3.35)

where σR = 12π/τ1 is the length of one of the composite pulses R of the HDR
WALTZ-32 pulse sequence, as presented in Fig. 3.3. Each integration interval of
length 8σR in Eq.3.35, [8nσR, 8(n + 1)σR], corresponds to the duration of a full
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(a)

(b)

Fig. 3.7 Copyright © 2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim. Schematic
representation of a τ

I,S
1 (t ⊗) and b ϕI,S(t, σ ). We used the nomenclature of [18] for the phase of the

pulses: Rd corresponds to a composite pulse R applied to both I and S; Re corresponds to a pulse R
applied to I simultaneously with a pulse R applied to S; Rd and Re correspond respectively to Rd
and Re with inverted phases. We show only the first and the last blocks, Rd and Re, respectively, of
the HDRWALTZ-32 scheme. The lengths of the pulses in a block Rd or Re expressed in multiples
of σπ/2, the duration of a π/2 pulse, are 3, 4, 2, 3, 1, 2, 4, 2 and 3. Blocks Rd and Re are delimited
by vertical solid lines. The thick vertical dashed lines define a cycle of duration 8σR. The rightmost
of these lines corresponds to a time point t within the first pulse of an HDR WALTZ-32 sequence,
as explained in the text

WALTZ-32 block. The function ϕk(t, σ ) (k = I, S) has a period 8σR with respect to
σ (see Fig. 3.7). This yields jn+1(t) = exp [−8σR/σex] jn(t).

Therefore one obtains from Eq.3.34

μWALTZ
MQ (t) = 1

2
θτ

2
j0(t)

∞∑
n=0

e−8nσR/σex = 1

2
θτ

2 j0(t)

1 − e−8σR/σex
. (3.36)

In this way the multiple-quantum cross-relaxation rate is calculated under the
assumption that the rf irradiation preceding the instant t is infinitely long. The
remaining challenge is the evaluation of the function j0(t). The procedure outlined



3.4 Evolution and Relaxation of Multiple-Quantum Coherences 47

by Podkorytov and Skrynnikov [12] for single-quantum coherences becomes much
more complex for multiple-quantum coherences because of the complexity of the
HDR WALTZ-32 sequence, which comprises 72 pulses of different durations and
phases.

Henceforth we shall use the notation σi , with i = 1, 2, . . ., 9, to denote the length
of the i th pulse within an element R of the HDRWALTZ-32 sequence (see Fig. 3.7).
Let us consider a time point t with 0 √ t √ σ1 within the first pulse of theWALTZ-32
block. In practice, we can split j0(t) in Eq.3.35 with n = 0 into a sum of 73 integrals
(see Fig. 3.7b):

j (1)0 (t) =
t∫

0

G(t, σ )dσ +
t+σ9∫
t

G(t, σ )dσ +
t+σ9+σ8∫
t+σ9

G(t, σ )dσ + · · ·

+
t+σR∫

t+σ9+σ8+···+σ2

G(t, σ )dσ + · · · +
8σR∫

t+7σR+σ9+σ8+···+σ2

G(t, σ )dσ, (3.37)

in which the superscript in j (1)0 (t) refers to the fact that we are considering a time
t during the first pulse of the rf sequence and G(t, σ ) = e−σ/σex [cosϕI (t, σ )

+ cosϕS(t, σ )]. Within each of the 73 integration intervals, the rf phases ϕk(t, σ )

(k = I, S), defined by Eq.3.31, are constant. Therefore, the functions cosϕI (t, σ )+
cosϕS(t, σ ) in Eq. 3.37 can be written as

cos




t∫
t−σ

(−τ1)dt ⊗

 + cos




t∫
t−σ

(−τ1)dt ⊗

 = 2 cos [τ1σ ] for σ ∈ [0, t], (3.38)

cos




t∫
0

(−τ1)dt ⊗ +
0∫

t−σ

(−τ1)dt ⊗

 + cos




t∫
0

(−τ1)dt ⊗ +
0∫

t−σ

τ1dt ⊗



= cos [τ1σ ] + cos [τ1(σ − 2t)] for σ ∈ [t, t + σ9], (3.39)

cos




t∫
0

(−τ1)dt ⊗ +
0∫

−σ9

(−τ1)dt ⊗ +
−σ9∫

t−σ

τ1dt ⊗



+ cos




t∫
0

(−τ1)dt ⊗ +
0∫

−σ9

(τ1)dt ⊗ +
−σ9∫

t−σ

(−τ1)dt ⊗



= cos [τ1(σ − 2t − 2σ9)] + cos [τ1(σ − 2σ9)] for σ ∈ [t + σ9, t + σ9 + σ8],
(3.40)

. . .
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· · · = 2 cos [τ1(σ − 8σR)] for σ ∈ [t + 7σR + σ9 + σ8 + · · · + σ2, 8σR]. (3.41)

Equations3.37–3.41 are valid during the first pulse 0 √ t √ σ1. When σ1 √ t √ σ2,
i.e., within the second pulse of the HDR sequence, an analogous sum of 73 terms
can be written as follows:

j (2)0 (t) =
t−σ1∫
0

G(t, σ )dσ +
t∫

t−σ1

G(t, σ )dσ +
t+σ9∫
t

G(t, σ )dσ

+
t+σ9+σ8∫
t+σ9

G(t, σ )dσ + · · · +
8σR∫

t+7σR+σ9+σ8+···+σ3

G(t, σ )dσ. (3.42)

In other terms, referring to Fig. 3.7b, one has to shift the integration interval [0, 8σR]
so that the points σ = 0 and σ = 8σR fall in the second pulse of two consecutive
HDRblocks. In each integration interval of Eq. 3.42 the phasesϕk(t, σ ) (k = I, S) are
constant and can be calculated in analogy to Eqs. 3.38–3.41. The procedure outlined
above is iterated to evaluate j (3)0 (t), . . ., j (72)0 (t).

It is now useful to introduce the notation δi , with i = 1, . . ., 72, to denote the time
interval of the i th pulse of the HDR WALTZ-32 sequence, i.e., δ1 = [0, σ1], δ2 =
[σ1, σ1 + σ2],...,δ72 = [7σR + σ1 + σ2 + · · · + σ7 + σ8, 8σR]. The effective multiple-
quantum cross-relaxation rate can be obtained by integrating Eq.3.36 over the whole
HDR WALTZ-32 block,

μWALTZ
MQ = 1

8σR

8σR∫
0

μWALTZ
MQ (t)dt = 1

2
θτ

2 1

1 − e−8σR/σex

1

8σR

72∑
i=1

∫
δi

j (i)0 (t)dt, (3.43)

in which the integral in the rightmost term of the above equation is taken over the 72
time intervals δi . In practice, each term j (i)0 (t) (i = 1, . . ., 72) is given by a sum of
73 integrals, thus one has to calculate 72×73 = 5256 integrals. Explicit calculations
were carried out with Mathematica 7 on a MacBook Pro equipped with a 2.66GHz
Intel Core 2 Duo processor and 4GB of RAM. Our serial implementation of the
integration procedure led in about 2h to the evaluation of the functions j (i)0 (t) and
the integrals in Eq.3.43. We obtained,

μWALTZ
MQ = θτ

2
σex

1 + τ2
1σ

2
ex

[
y (τ1, σex) + e−8σR/σexF2(τ1, σex)

8σR
σex

(
1 − e−8σR/σex

⎡ (
1 + τ2

1σ
2
ex

⎡
⎧

, (3.44)

where y (τ1, σex) = e−8σR/σexF1(τ1, σex)/
⎣
192

(
1 − e−8σR/σex

⎡⎤
and F1,2 are com-

plicated functions of τ1 and σex (see Appendix A). The expression above can be
simplified significantly by some approximations.
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(a) (b)

Fig. 3.8 Copyright © 2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim. Cal-
culated behavior of (a) the function y (τ1, σex) of Eq. (3.44) and of (b) the error ε =
|1 − y (τ1, σex)| /y (τ1, σex) as a function of the rf amplitude τ1 and the exchange time σex

Indeed, one may verify by explicit numerical calculations (see Fig. 3.8) that
y (τ1, σex) ⊥ 1. This approximation is fulfilled to a tolerance ε < 1% on the con-
dition that kex > τ1/(2π), which is usually well fulfilled in the fast exchange limit,
with a maximum accessible rf amplitude τ1/(2π) ⊥ 3kHz. The tolerance ε drops
below 0.1% if kex > 3τ1/(2π).

On the other hand, the approximation is no longer valid when kex < τ1/(2π). In
the limits discussed above, we may rewrite Eq.3.44 as

μWALTZ
MQ = θτ

2
σex

1 + τ2
1σ

2
ex

[
1 + e−8σR/σexF2(τ1, σex)

8σR
σex

(
1 − e−8σR/σex

⎡ (
1 + τ2

1σ
2
ex

⎡
⎧

. (3.45)

This equation has the same structure as the well-known exchange-induced rotating-
frame single-quantum relaxation rate R1π under continuous-wave spin lock with
constant amplitude and phase (see Sect. 3.3), modified by a correction term (≡F2)
that takes into account the effect of our alternated-phase double-resonance scheme.
The function F2(τ1, σex) can also be simplified if exchange is fast compared to the
rf amplitude τ1. Algebraic manipulations show that F2(τ1, σex) = A + Bτ1σex +
Cτ2

1σ
2
ex , where the coefficients A, B and C are linear combinations of terms such as

exp
[

nπ
2τ1σex

]
and n is an integer between 0 and 192. The expressions of A, B and

C are given explicitly in Appendix A. It is straightforward to verify numerically
that [A + Bτ1σex] /

⎣
A + Bτ1σex + Cτ2

1σ
2
ex

⎤
< 2%, provided kex > 1

2τ1/(2π). It is
therefore possible to retain only the second-order term Cτ2

1σ
2
ex in the expansion of

F2(τ1, σex). This is shown in Fig. 3.9a.
Finally, in the expression of the coefficient C we may retain only the dominant

highest-order term with n = 192, which turns out to be 138e8σR/σex . This is the worst
approximation in the procedure described here, leading to a relative error that can
be as large as 8%, as shown in Fig. 3.9b. With these approximations, the effective
multiple-quantum cross-relaxation rate can be written as



50 3 Analytical Models for Relaxation Dispersion Experiments

(a) (b)

Fig. 3.9 Copyright © 2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim. Cal-
culated behavior of the relative errors a (A + Bτ1σex) /

(
A + Bτ1σex + Cτ2

1σ
2
ex

⎡
and b∣∣C − 138e8σR/σex

∣∣ /C (see Appendix A) as a function of the rf amplitude τ1 and the exchange
time σex

Fig. 3.10 Copyright © 2011
WILEY-VCH Verlag GmbH
& Co. KGaA, Weinheim.
Combined effects of all
approximations leading to
Eq.3.46 compared to the
function of Eq.3.44. The rela-
tive error of Eq.3.47 depends
on the rf amplitude τ1 and the
exchange time σex

μWALTZ
MQ = θτ

2
σex

1 + τ2
1σ

2
ex

[
1 + 23τ3

1σ
3
ex

16π
(
1 − e−8σR/σex

⎡ (
1 + τ2

1σ
2
ex

⎡
⎧

. (3.46)

We may estimate the combined effects of all approximations discussed above by
considering the relative error

ε =
∣∣μWALTZ

MQ (Eq.3.44) − μWALTZ
MQ (Eq.3.46)

∣∣
μWALTZ

MQ (Eq.3.44)
. (3.47)

Its dependence on the parameters τ1 and σex is shown in Fig. 3.10. We can roughly
estimate that the expression given in Eq.3.46 is valid for arbitrary kex > τ1/(2π) and
that the error reaches a maximum ε ⊥ 6% when kex ⊥ 2τ1/(2π), while ε < 1%
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(a) (b)

(c) (d)

Fig. 3.11 Copyright © 2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim. Simulated
behavior (dots) of the dispersion of the multiple-quantum cross-relaxation rate μWALTZ

MQ as a function
of the rf field amplitude under HDR WALTZ-32 irradiation predicted for different hypotetical
exchange rates, a kex = 20 · 103 s−1, b kex = 40 · 103 s−1, c kex = 25 · 103 s−1 and d kex =
45 ·103 s−1. In a and b θτ

2 = 1.67 ·105 s−2, while in c and d θτ
2 = 0.78 ·105 s−2. We assumed

populations pa = 0.98 and pb = 0.02, a scalar coupling constant JI S = −90Hz, a correlation
time σc = 6ns and a static field B0 = 14.09T (i.e., 600MHz for 1H). Moreover, we have assumed
an internuclear distance rI S ⊥ 100pm, which leads to a dipolar coupling constant of about 16 kHz,
and axially symmetric shielding tensors with asymmetry parameters θλI = λ∝ − λ↔ = 14 · 10−6

and θλS = λ∝ − λ↔ = 160 · 10−6, which give CSA interactions of about 8 and 9kHz for spins
I and S, respectively. These parameters are typical of a spin system with I =1H and S =15N in a

protein backbone. The dashed lines are fits obtained with Equation 3.46 using kex and θτ
2
as free

parameters. The values of the parameters obtained from the fits are given in boxes

when kex ≥ 6τ1/(2π). If we take the next term (≡ exp
[

95π
τ1σex

]
) in the expansion

of the coefficient C the error ε is reduced by less than 1%. We consider this con-
tribution to be negligible. In our experiments, where τ1/(2π) < 3kHz, the uncer-
tainty on μWALTZ

MQ due to the approximations that led to Eq.3.46 is negligible (�1%)
when the exchange rate kex ≥ 20·103 s−1. In slower regimes, with kex as small
as 3·103 s−1 ⊥ τ1/(2π), this compact analytical function has the drawback that
the uncertainty on μWALTZ

MQ can reach a maximum of 6%. Finally, another source of
error is the finite asymptotic value of Eq.3.46 when τ1 → ∞. Indeed, one obtains

μWALTZ
MQ (τ1 → ∞) = 23θτ

2
σex/

(
1536π2

⎡
. However, this value turns out to be only

⊥0.1%of theunquenched exchange contribution atτ1 = 0, i.e.,μWALTZ
MQ (0) = θτ

2
σex,

and can be thus safely neglected. In order to estimate the error introduced by the
above approximations, we have also simulated numerically the dependence of the
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Fig. 3.12 Copyright © 2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim. Comparison
between the values of the exchange rates kex used as input to the simulations (x-axis) and the
values extracted by fitting the simulated data with Eq.3.46 (y-axis). The dashed line represents the
ideal case, when the two values coincide. The two sets of simulations shown here correspond to

θτ
2 = 1.67 · 105 rad2s−2 (filled circles) and θτ

2 = 0.78 · 105 rad2s−2 (empty circles). All other
parameters are the same as in Fig. 3.11

multiple-quantum cross-relaxation rate μWALTZ
MQ on the applied rf amplitude during

an HDR WALTZ-32 pulse sequence under different exchange conditions. Details
about the implementation of the simulations are given in Appendix B. In Fig. 3.11
we show examples of the simulated behavior of the relaxation rate of interest as a
function of the applied rf amplitude τ1 for different values of the exchange rate

kex = kf/pb = kr/pa and of the parameter θτ
2
. For the sake of simplicity, we

show only results obtained for asymmetric populations pa = 0.98 and pb = 0.02.
Moreover, we have assumed a scalar coupling constant JIS = −90Hz, typical of
1H-15N systems in protein backbones, a rotational correlation time σc = 6ns and a
static field B0 = 14.09T, corresponding to a 1H Larmor frequency of 600MHz. In
the simulations we assumed an uncertainty of 2% on the exchange rate kex and on
the chemical shift differences θτI

ab and θτS
ab. These uncertainties were taken into

account by a Montecarlo method and led to the error bars shown in Fig. 3.11. The
simulated dispersion curves are fitted with Eq.3.46 (dashed lines in Fig. 3.11) using

a Montecarlo method with both kex and θτ
2
as free parameters. The values of these

parameters obtained from the fits are in excellent agreement with the input values
of the simulations. This agreement is clearly shown in Fig. 3.12 for the exchange
rates kex.

An important remark is that the expression given in Eq.3.46 allows us to extract
from the relaxation dispersion information about the product pa pbθτI

abθτS
ab of the

populations and the chemical shift differences between the exchanging sites, but it
does not allow one to determine these parameters separately.
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Chapter 4
Experimental Methods

In the present chapter we describe in detail the experiments that are used in Chap. 5.
In addition, the procedures used to analyze the experimental data are outlined.

4.1 Nitrogen-15 NMR Relaxation Experiments

Measurements of backbone 15N relaxation rates have proven to be the most popular
method to characterize protein dynamics in solution. The basic implementation of
such experiments have been reviewed extensively [1]. Here we limit ourselves to
a brief description of the pulse sequences used in the present work in addition to
references to the original literature.

In the present thesis we report results obtained using the following 15N NMR
techniques:

• measurement of 15N longitudinal auto-relaxation rates ([1, 2], Fig. 4.1);
• measurement of 15N transverse auto-relaxation rates under a single echo and under
a CPMG echo train ([1, 2], Fig. 4.1);

• measurement of steady-state 15N-1H nuclear Overhauser effects ([1, 2], Fig. 4.2);
• measurement of CSA/DD cross-correlated longitudinal [1, 3] and transverse
[1, 4] cross-relaxation rates (Fig. 4.3);

• measurement of 15N-1H multiple-quantum differential relaxation ([5], Fig. 4.4);
• 15N-1H multiple-quantum CPMG relaxation dispersion ([6–9], Fig. 4.5);
• on-resonance 15N R1τ relaxation dispersion ([10–12], Fig. 4.6);
• off-resonance 15N R1τ relaxation dispersion ([10, 13], Fig. 4.6).

Our HDR pulse sequence has been presented in [14, 15] and is described in Fig. 4.7.

N. Salvi, Dynamic Studies Through Control of Relaxation in NMR Spectroscopy, 55
Springer Theses, DOI: 10.1007/978-3-319-06170-2_4,
© Springer International Publishing Switzerland 2014
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Fig. 4.1 Reproduced from [1]. Pulse sequences used for measuring 15N auto-relaxation rates
[1, 2]. a General scheme. b Relaxation sequence for measuring the longitudinal relaxation rate
R1, c relaxation sequence for measuring the transverse relaxation rate under a single echo, d relax-
ation sequence for the measurement of the transverse relaxation rate under a CPMG echo train. All
narrow (filled) and (wide) open rectangles represent ω/2 and ω pulses, respectively. Pulse phases
are along the x-axis of the rotating frame unless otherwise indicated. Composite pulse proton decou-
pling during the delay t1 was performed with a GARP scheme with an rf amplitude of 1 kHz. The
13C channel pulse can be a 500µs smoothed CHIRP pulse [21] or omitted in samples without
13C labeling, as in our experiments; the carrier can be set to 110ppm at the center of the pulse.
Composite-pulse decoupling during acquisition was performed on the 15N channel with a GARP
scheme [22] with an rf amplitude of 1kHz. The delay ρb is 1/(4JN H ) with 4JN H ⊗ 90 Hz; the
delay ρb can be adjusted around 5ms. The phase cycles were: π1 = { x, −x }; π3 = {x, x,−x,−x};
π4 = {x, x, −x, −x }; π5 = {−y, −y, y, y }; πacq = {x, −x, −x, x }. When relaxation block (b) is
used, π2 = { y, y, y, y, −y, −y, −y, −y } and πacq = {x, −x, −x, x, −x, x, x, −x }. The amplitude
profile of the pulsed field gradient was a sine bell shape. Their durations and peak amplitudes in
the x, y, and z orientations (when triple axis gradients are available) were, respectively: G1; 600µs,
9.5G/cm, 9.5G/cm, 0; G2; 1ms, 0, 0, 30G/cm; G3; 600µs, 15G/cm, −15G/cm, 0; G4; 1ms, 0, 0,
40G/cm; G5; 1ms, 0, 0, 8.1G/cm. Coherence selection was achieved by inverting the amplitude of
the gradient G1 and phase π1. b The carrier is placed at 8.2ppm during the relaxation block; gray
bell-shaped pulses are 1.6ms Q3 Gaussian cascade pulses [23]. c WALTZ-16 decoupling should be
used for 1H decoupling during the relaxation block [24]. d Gray rectangles are ω pulses. ρ should
be set to 500µs
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Fig. 4.2 Reproduced from [1]. Pulse sequence used for the measurement of steady-state 15N-1H
nuclear Overhauser effects [1, 2]. For eachmeasurement, reference (a) and steady-state experiments
(b) have to be recorded in an interleaved manner. At the end of the recovery delay TNOE ≥ 10s,
the proton carrier is placed on resonance with the water signal and a very selective water-flip back
pulse is applied (3ms sinc-shaped or longer). In the steady-state experiments, the amide proton
resonances are effectively saturated: after an optional delay T’NOE ⊗ 2 s for stable detection of the
lock signal, the proton carrier is placed in the center of the amide region (at 8.2ppm), as indicated
by the arrow labeled by N. The motif [delay ρNOE/2−ω pulse-delay ρNOE/2] is repeated nNOE times.
The interpulse delay ρNOE/2 is typically 22 ms for globular proteins at low pH. It can be reduced
to 11 ms for disordered systems at high pH, when proton exchange with the solvent is fast. The
rf amplitude for the ω pulses should be 1.5× X kHz, where X is the 1H Larmor frequency in
MHz divided by 100. A gradient G1 is applied at the end of the last ρNOE/2 delay to suppress all
transverse components of the proton polarization. The carrier is moved on-resonance with the water
signal as indicated by the arrow W. The number of cycles nNOE is set so that the total duration
for effective saturation is 4 s. All narrow (filled) and wide (open) rectangles represent ω/2 and ω

pulses, respectively. Pulse phases are along the x-axis of the rotating frame unless otherwise stated.
Proton composite pulse decoupling during the delay t1 is performed with a GARP scheme and an
rf amplitude of 1kHz. Composite-pulse decoupling during acquisition is performed on the 15N
channel with a GARP scheme [22] and an rf amplitude of 1kHz. The delay ρa is 2.56ms. The phase
cycles are:π1 = {y,−y};π2 = {x, x,−x,−x};π3 = {x, x,−x,−x };π4 = {−y,−y, y, y };πacq = {x,
−x,−x, x }. The amplitude profile of the pulsed field gradient is a sine bell shape. The durations and
peak amplitudes over the x, y, and z orientations are, respectively: G1; 600µs, 15G/cm, 15G/cm,
0; G2; 1ms, 0, 0, 25G/cm; G3; 1ms, 0, 0, 40G/cm; G4; 1ms, 0, 0, 8.1G/cm. Coherence pathway
selection was achieved by inverting the amplitude of the gradient G3 and phase π4

4.2 Fitting of Dispersion Profiles to Analytical Models

During the fitting of relaxation dispersion profiles to analytical models it is often
required to explore many-dimensional spaces (i.e., the models are often complex
mathematical objects with many variables that must be extracted from the fit) with
many local minima. Moreover, because the total exchange contribution results from
a product of the chemical shifts changes and of the timescale of the process (see
Eq.3.4), the changes in these two parameters are often correlated, so that it may be
challenging. from a numerical point of view, to distinguish between a slow process
with a small chemical shift difference and a fast process with a large chemical shift
difference.

http://dx.doi.org/10.1007/978-3-319-06170-2_3
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Fig. 4.3 Reproduced from [1]. Pulse sequence used for the measurement of CSA/DD cross-
correlated longitudinal and transverse cross-relaxation rates [1, 3, 4]. aGeneral scheme;b relaxation
block for measuring the transverse cross-relaxation rate; c relaxation block for measuring the lon-
gitudinal cross-relaxation rate. Only specific elements are detailed here. The delay δ is equal to the
shortest value of t1 so that the first effective value of t1 is zero. The phase cycles were: π1 = { y,
−y }; π2 = {x, x, x, x, −x, −x, −x, −x}; π3 = {x, x, x, x, x, x, x, x, −x, −x, −x, −x, −x, −x,
−x, −x}; π4 = {x, x, x, x, x, x, x, x, x, x, x, x, x, x, x, x, −x, −x, −x, −x, −x, −x, −x, −x, −x,
−x, −x, −x, −x, −x, −x, −x}; π5 = {x}; π6 = {x, x, −x, −x}; π∞

6 = {x, x, y, y}; πacq = {x, −x,
−x, x, −x, x, x, −x, −x, x, x, −x, x, −x, −x, x, −x, x, x, −x, x, −x, −x, x, x, −x, −x, x, −x, x, x,
−x}. Gradient durations and peak amplitudes over the x, y, and z orientations were, respectively:
G1; 600 µs, 15 G/ cm, 15 G/cm, 0; G2; 600 µs, 6.5 G/cm, 0, 0; G3; 2 ms, 0, 0, 40 G/cm; G4; 1 ms,
−9.5 G/cm, 9.5 G/cm, 0 G/cm; G5; 600 ms, 3.5 G/cm, 0 G/cm, 14.5 G/cm; G6; 1 ms, −35 G/cm,
−35 G/cm, −35 G/cm; G7; 1 ms, 35 G/cm, 35 G/cm, 35 G/cm. Frequency sign discrimination was
performed using States-TPPI
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Fig. 4.4 Reproduced from [5]. Pulse sequence used for the measurement of multiple-quantum
differential relaxation. Narrow and wide pulses indicate ω/2 and ω pulses, respectively. All pulses
are applied along the x-axis, unless indicated otherwise. The 1H and 15N carriers are positioned
on resonance with the water signal and in the center of the amide region, respectively. WALTZ
decoupling [24] is achieved with a 1 kHz field. The water-selective 1H ω/2 pulse with phase π2 is
applied as a 2.2 ms rectangular pulse, with the carrier on the water resonance. Selective inversion
(shaded pulse) of the amide protons in the middle of the relaxation period Tc is achieved using a
RE-BURP inversion pulse [25] (3.1ms, 2.02kHz peak rf amplitude). The 1H carrier frequency is
moved to the center of the amide region before applying the 1HN selective inversion pulse, and then
it is moved back on resonance with the water signal. The values for ρa, ρb and ρc are set to 2.25,
1.375 and 0.5ms, respectively. The phase cycling was π1 = {y, −y}; π2 = y or x; π3 = y or x;
π4 = x; π5 = {x, −x}; π6 = {2(x), 2(y), 2(−x), 2(−y)}, π7 = x, and πacq = {x, −x, −x, x}. Two
interleaved datasets are recorded in which the phases are either set to π2 = y; π3 = y (reference
experiment) or π2 = x; π3 = x (differential multiple-quantum relaxation experiment). Quadrature
detection in the direct dimension employs the enhanced sensitivity pulsed field gradient method
[26, 27] where for each value of t1 separate data sets are recorded while alternating the signs of g7
and π7. For each successive t1 value, π7 and the phase of the receiver are inverted. Gradient levels
are as follows: g1 = 1.0 ms, 8 G/cm; g2 = 0.5 ms, 8 G/cm; g3 = 1 ms, 6 G/cm; g4 = 1.25 ms, 30
G/cm; g5 = 0.15 ms, 15 G/cm; g6 = 0.15 ms, 15 G/cm; and g7 = 0.125 ms, 29 G/cm

This issue can be solved by measuring relaxation dispersion profiles at different
staticmagnetic fields: thisway, the search for a value of kex thatminimizes the residual
sum of squares is “decoupled” from the search for the best value of θω since only
the latter quantity depends on the magnetic field. However, in practice this procedure
may be much too time-consuming, specially in the case of samples with limited
stability.

The results of the fitting of dispersion profiles are often more reliable when a
metaheuristic algorithm is employed. This class of algorithm performs a stochas-
tic optimization of the residual sum of squares, so that the minimization steps for
different parameters are effectively uncorrelated. With due precautions, the global
minimum can be obtained. At the same time, some assumptions on the problem to be
solved can be introduced, so that the convergence is faster and the numerical stability
improved.

Two algorithms were implemented in Mathematica 8 [16] and/or in Matlab
R2012a [17]: a genetic algorithm (GA, [18]) and a simulated annealing (SA, [19,
20]) algorithm. Appendix C contains the code that was developed. In the following
descriptions, words in italics refer to variables in the code.
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Fig. 4.5 Reprinted with permission from [8]. Copyright 2004 American Chemical Society. Pulse
sequence used for 15N-1H multiple-quantum CPMG relaxation dispersion experiments [6–9]. All
narrow,filled (wide,open) rectangular rf pulses are appliedwith flip angles ofω/2 (ω ), respectively,
along the x axis, unless indicated otherwise. The 1H and 15N carriers are positioned on resonance
with the water signal and at center of the amide region, respectively, with the 1H carrier jumped to
the center of the amide region during the CPMG block (see also Fig. 3.2). At the beginning of the
pulse scheme water magnetization is destroyed by the water selective EBURP-1 [25], with duration
of 6 ms, followed by the gradient g0. Further solvent suppression is achieved with the water-gate
element [28] between points b and c, which makes use of rectangular water-selective ω/2 pulses
(1.2 ms). The delay ρ is set to 2.7 ms. The duration and strengths of the field gradient pulses, which
are all applied along the z axis, are ga = 0.15ms, 21.57 G/cm; gb = 0.15ms,−47.48 G/cm; g0 = 0.3
ms, 41 G/cm; g1 = 0.1 ms, 5.1 G/cm; g2 = 1.9 ms, 1 G/cm; and g3 = 0.80 ms, 4 G/cm. Gradients ga

and gb are used to select the desired coherence transfer pathway [26, 27]. The phase cycle employed
is π1 = {2(x,−x), 2(y,−y)}, π2 = {2(−y), 2(y), 2(−x), 2(x)}, π3 = { 4(x), 4(−x)}, π4 = {4(y),
4(−y)}, and π5 = {x, −x, −x, x, −x, x, x, −x}. Phase sensitive quadrature detection in the indirect
dimension is achieved by recording a second free induction decay for each t1 increment with the
sign of gradients ga inverted and the (hatched) 1H ω pulse immediately before point c omitted.
In practice, composite pulses 90x180y90x and 90x180x90x are used for the first and second FIDs,
respectively. The phase cycle and gradient strengths described above are used for measuring zero-
quantum relaxation dispersion profiles. In the case where double-quantum profiles are obtained,
π4 is inverted, and π5 = {−x, x, x, −x}. The multiple-quantum CPMG type element makes use
of composite pulses of the form 90σ−ω/2240σ90σ−ω/2 [29] for CPMG frequencies up to 550 Hz.
Hard pulses, i.e. 180σ , are used for higher frequencies. The pulses are applied simultaneously on
1H and 15N rf channels, as shown in Fig. 3.2. The following CPMG-frequency-dependent phase
scheme is employed: XY4 (0-55 Hz), σ = {x, y, x, y}; XX (55-275 Hz), σ = x; and XY8 for
higher frequencies, σ = {x, y, x, y, y, x, y, x}, where it is understood that for each successive ω

pulse in the CPMG train the phase σ is incremented. Numerical simulations were used to check
that, in each range of CPMG frequencies, the spin dynamics under the CPMG train applied using
the phase cycle schemes suggested by [8] matches the evolution under a similar CPMG train of
infinitely hard ω pulses

The GA approach involves the evolution of a population of N pop solutions termed
chromosomes, where each chromosome encodes a set of fitting parameters, e.g. a
value for ρex, θω and μ0 in the case of HDR. These values are randomly chosen
inside a user-defined range. A fitness value (or cost) is assigned to each chromosome
by simulating a dispersion profile and evaluating the ζ2 with respect to the exper-
imental profile. The Nkeep chromosomes with the best fitness values are retained,
while the remaining N pop− Nkeep are replaced by the next generation. For the next
generation, some of the chromosomes are chosen to be the parents of the offspring,
in proportion to their fitness values, using a procedure called tournament selection.

http://dx.doi.org/10.1007/978-3-319-06170-2_3
http://dx.doi.org/10.1007/978-3-319-06170-2_3
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Fig. 4.6 Pulse sequence used for 15N R1τ relaxation dispersion experiments [10–13]. a General
scheme. Narrow (filled) and wide (open) rectangles represent ω/2 and ω pulses, respectively. Pulse
phases are along the x axis of the rotating frame unless otherwise mentioned. Open low rectangles
indicate spin-lock periods, always applied with phase x. The first spin-lock period, before the
INEPT, is used for temperature compensation. Its duration ρ ∞ = (ρMAXω

2
1, MAX − ρω2

1)/ω
2
1 is chosen

so that sample heating does not depend on ρ andω1. Arrows signal the change of carrier frequencies
according to the following nomenclature: W, 1H carrier in resonance with the water signal (⊗4.7
ppm); Hon, 1H carrier in the center of the amide region (8.2 ppm); Non, 15N carrier at the frequency
chosen for the spin-lock; Noff, 15N carrier far-off resonance (2500 ppm); Nc, 15N carrier in the
center of the amide region (118 ppm). Delays are: ρa = 1/(4JNH); θ is set equal to the duration of
G9. The phase cycle is: π1 = {x, −x}; π2 = { 2(x), 2(−x)}; π3 = {2(x), 2(−x)}; π4 = {2(−y),
2(y)}; πacq = {(x, −x, −x, x, −x, x, x, −x) 2(−x, x, x, −x, x, −x, −x, x) (x, −x, −x, x, −x,
x, x, −x)}. The gradients are sine-shaped of length (in ms) equal to: G1 = 2.0; G2 = 2.0; G3 =
2.0; G4 = 1.0; G5 = 1.0; G6 = 1.0; G7 = 2.0; G8 = 2.0; G9 = 2.0. Their strength (in G/cm)
is equal to: G1z = 14.7; G2z = 35; G3z = 14.7; G4z = 14; G5z = 17.5; G6z = 21.7; G7z = 56;
G8z = −G7z ; G9z = 11.34. The alignment along the direction of the effective field of the spin-lock
is obtained by using the sequence in (b), where the delays are: δ1 = 1/(2ω1) − 2/ωHP, where ωHP

is the rf amplitude used for the hard pulses; δ2 = δ/ω1 − 2/ωHP, in which the scaling factor δ

is determined as described in [12] so as to optimize the alignment for nuclei within a specified
frequency range from the carrier, in our case, between ±ω1 from the carrier of the spin-lock field;
δ3 = δ/(2ω1) − 2/ωHP; δ4 = 1/ωHP. The three repetitions of the block differ for the phase cycle:
in A1, π5 = { 4(y), 4(−y)}; in A2, π5 = { 8(y), 8(−y)}; in A3, π5 = { 16(y), 16(−y)}. After each
spin-lock period, the magnetization is aligned along the z-axis by the block D in (c). The delays are
δ4 = 1/ωHP as in (b); δ5 = 1/ω1 − 2/ωHP. In the case of off-resonance experiments, the alignment
scheme is replaced by tanh/tan adiabatic sweeps, with a duration of 10ms and a frequency sweep
beginning at −15kHz from the carrier frequency

The ρex, θω and μ0 values for each chromosome in the offspring are the average
of the values of the parents. For each generation, random mutations are applied to
Nmut components of the offspring, and their fitness values are then calculated. This
process is repeated up to MaxIter times and the population of individuals evolves
toward higher fitness solutions. The iterative process is stopped after MaxIter itera-
tions or when the convergence criterion is reached (i.e. when the ratio between the
standard deviation of the costs of the best Nkeep chromosomes and the smallest cost
is lower than Prec). The best-fit parameters are then given by the chromosome with
the best fitness, and, for each parameter, the uncertainty is estimated as the standard
deviation over the best Nkeep chromosomes.
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HDR WALTZ-32 irradiation [14, 15]. Narrow (filled) and wide (open) rectangles represent ω/2
and ω pulses, respectively. Pulse phases are along the x axis of the rotating frame unless otherwise
mentioned. The bell-shaped pulse represents a 1 ms sinc pulse. The delay ρa is set to 1/|4JNH|, with
JNH = −90 Hz. The recycle delay is 1.5 s. The WALTZ-32 blocks are repeated L2 times during
the relaxation delay. The sequence starts with temperature compensation on both channels with
WALTZ-32 blocks repeated L1 times, so that L1+L2 = 3. During the temperature compensation
the carrier frequencies are set far off-resonance (i.e., 320 ppm for 1H and 2,500 ppm for 15N), as
indicated by the arrows labeled Hoff and Noff. Arrows signal the change of carrier frequencies to 4.7
ppm (W) on the 1H channel and on resonance with the NHN pair under study on the 15N channel
(Non). Before the relaxation delay, the proton carrier is placed on resonance (Hon). Carrier frequencies
are shifted toW and NC (118 ppm) after the relaxation period. For each spectrum, 384 transients are
accumulated. The pulsed field gradients have sine-bell-shaped amplitude profiles. Their durations
and peak amplitudes over the z axis are, respectively: G1 = 750 µs, 11.5 G/cm; G2 = 750µs, 4.5
G/cm; G3 = 750µs, 15.5 G/cm; G4 = 750µs, 13.5 G/cm; G5 = 750µs, 9.5 G/cm; G6 = 1.4 ms,
35 G/cm; G7 = 1 ms, 40 G/cm; G8 = 750µs, 14.5 G/cm; G9 = 750µs, 10.5 G/cm; G10 = 1 ms,
39.05 G/cm; G11 = 1 ms, 39.05 G/cm. The phase cycles were: π1 = 8{−y}, 8{ y}; π6 = 16{x},
16{−x}; π7 = x; π8 = {x, x, y, y, −x, −x, −y, −y}; π9 =x; π10 =y; πacq = 2{x, −x, −x, x}, 4{−x,
x, x, −x}, 2{x, −x, −x, x}. Symmetrical reconversion is used so that all four relaxation pathways
between 2HxNx and 2HyNy are recorded. To generate the multiple-quantum coherence 2HxNx at
the beginning of the relaxation period, we have π2 = π3 =y, while π2 = π3 =x to generate the
multiple-quantum coherence 2HyNy. To detect the multiple-quantum coherence 2HxNx at the end
of the relaxation period we have π4 = π5 =y, whereas π4 = π5 =x to detect the multiple-quantum
coherence 2HyNy

The name and inspiration for SA come from annealing in metallurgy, a technique
involving heating and slow cooling of a material to reduce defects in its structure.
This notion of slow cooling is implemented in the SA algorithm as a decrease in
the probability of accepting worse solutions as the space of possible solutions is
explored. Accepting worse solutions is a fundamental property of metaheuristics
because it allows for a more extensive search of the optimal solution. The method is
an adaptation of the Metropolis-Hastings algorithm [30], a Monte Carlo method to
generate samples of states of a thermodynamic system.
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Chapter 5
Experimental Results

5.1 Internal Dynamics in Human Ubiquitin

Internal motions in ubiquitin have been studied extensively by NMR. Indeed,
ubiquitin has been used for two decades as a standard for biomolecular NMR, and
newmethods have been frequently validated with experiments on ubiquitin. Motions
faster than overall tumbling have been characterized in detail [1, 2] and can now be
reproduced with good accuracy byMD simulations [3, 4]. Motions on microsecond-
millisecond time scales have been identified [5–8], and their time scales have been
determined for a few residues using several techniques over a range of pH and temper-
atures [5, 9–12]. Motions on time scales slower than the overall tumbling but faster
than a few µs have been explored more recently, in particular by exploiting residual
dipolar couplings [13–15] in combination with computational approaches [16, 17].
A normal mode has been identified as the main source of conformational diversity
in ubiquitin, whether it is free or bound in complexes, suggesting a conformational
selection mechanism for binding [16].

At least two interaction sites have been identified in ubiquitin. For instance, the
binding of ubiquitin to the exchange factor for Rab5 Rabex-5 occurs at two distinct
sites: the inverted ubiquitin-interactingmotif, which binds the Ile 44 hydrofobic patch
on ubiquitin (in red in Fig. 5.1), which comprises residues L8, R42, I44, A46, G47,
K48, K63, H68 and V70; and the N-terminal zinc finger, which interacts with polar
residues (in green in Fig. 5.1) such as S20, G53, R54, D58, Y59 and N60 [18–21].

In this section we use the heteronuclear double resonance method to determine
the time scales of microsecond motions in ubiquitin using a large number of probes.
We show that most motions occur on the same time scale. We suggest that a small tilt
of the τ-helix, which may be modulated by the dynamics of H-bonds at both ends,
may explain our observations.

All the experiments reported here were carried out on a sample of perdeuter-
ated and uniformly 15N labeled human ubiquitin (1.5mM, pH 6.8) at 280K (unless
otherwise specified) on an 18.79T (800MHz for 1H) Bruker Avance spectrometer
equipped with a TXI cryoprobe with z-axis gradients.

N. Salvi, Dynamic Studies Through Control of Relaxation in NMR Spectroscopy, 65
Springer Theses, DOI: 10.1007/978-3-319-06170-2_5,
© Springer International Publishing Switzerland 2014
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Fig. 5.1 Binding surfaces in
human ubiquitin. A solution-
state structure of ubiquitin
[22] (pdb code 1d3z), and
PYMOL [23] were employed
to generate the image

5.1.1 Identifying Chemical Exchange from the Relaxation
of Single-Quantum Coherences

In Fig. 5.2a, the contributions of chemical exchange to the transverse relaxation
of backbone 15N nuclei (Rex) are derived from the comparison of transverse auto-
relaxation rates (R2) and cross-correlated cross-relaxation rates (ωxy) [24]. The rates
R2 were measured using a Carr-Purcell-Meiboom-Gill (CPMG) echo train, and the
rates ωxy were determined using the symmetrical reconversion method [25]. The
expression Rex = R2 − ρωxy was used with ρ = 1.31. The value of ρ was derived
from the correlation of R2 and ωxy excluding the residues with the 15 lowest and the
15 highest values of R2. The black dashed line in Fig. 5.2a marks the average value
of Rex, i.e. values above this threshold have to be considered outliers with significant
contributions ofµs-ms exchange processes.Chemical exchange is therefore observed
in the hydrophobic patch (Leu8, Thr9, Val70) at the N-terminus of helix τ1 (Ile23
and Asn25; the signal of Glu24 being too weak) and in the π4-τ2 loop (Thr55).
Chemical exchange also seems to be detected for the very mobile residues Leu73
and Arg74; these contributions are likely due to proton exchange.
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Fig. 5.2 Reprinted with permission from [26]. Copyright 2012 American Chemical Society. Iden-
tification of chemical exchange from relaxation rates in ubiquitin. a Contributions Rex of chemical
exchange to the transverse nitrogen-15 relaxation rates at 280K and 18.79T (800MHz for 1H).
b Multiple-quantum cross-relaxation rates measured with the pulse sequence of Kloiber and Konrat
[27] at 280K and 18.79T (800MHz for 1H)

5.1.2 Identifying Chemical Exchange from the Relaxation of
Multiple-Quantum Coherences

Interestingly, the signature of chemical exchange is significantly more pronounced
for the cross-relaxation rates of multiple-quantum coherences than for the auto-
relaxation rates of 15N single-quantum coherences. Indeed values of μMQ that differ
significantly from the average for a given protein and isotope labeling scheme are
typically interpreted by invoking a correlated chemical exchange process [5, 27].
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This is the case for the values reported in Fig. 5.2b, where the average is marked by
a black dashed line. In practice, all residues for which μMQ > 0 can be considered
to show the signature of chemical exchange. More precisely, the results of multiple-
quantum spectroscopy confirm the presence of exchange for Thr9, Ile23, Thr55, and
Val70 and provide further evidence of chemical exchange at the C-terminus of helix
τ1 (Ile30 and Lys33) as well as in helix τ2 (Asp58) and in loop τ2-π5 (Ile61).

5.1.3 Identifying Chemical Exchange from the Temperature
Dependence of the Relaxation Rates
of Multiple-Quantum Coherences

In addition, the temperature dependence of μMQ offers a way to identify the
presence of exchange for residues that have a small contribution to the relaxation
rate of interest. Indeed, as the temperature decreases, the viscosity of water increases,
which leads to an increase in the magnitude of the exchange-free cross-relaxation
rates of the multiple-quantum coherences, in agreement with the general trend (see
Fig. 5.3a). Contributions of fast chemical exchange to relaxation also increase with
decreasing temperature.Depending on the relative signs of the chemical shift changes
of nitrogen-15 and protons, these two effects will lead to an enhanced or reduced
temperature dependence of μMQ. In the light of these effects, small contributions of
chemical exchange can also be identified for residues Ile13, Thr14, Ser20, Lys29,
Ala46, Ile56, Tyr59, Gln62, and His68 (see Fig. 5.3b).

Finally, the amide pairs of Leu43 andPhe45 showsignatures of chemical exchange
at 295K, but their signals overlap at 280K.

Figure5.4 presents a summary of the residues in ubiquitin for which contributions
of chemical exchange to single- or multiple-quantum relaxation rates have been
identified. The largest effects are seen at both ends of helix τ1 as well as at the two
main interaction sites of Fig. 5.1, i.e. the hydrophobic patch and the loops and helix
between π4 and π5.

5.1.4 Control of Temperature Variations During HDR Irradiation

Since the HDR irradiation during the relaxation delay may cause heating, we
monitored the temperature changes during our experiments as follows. A series
of heteronuclear single quantum coherence (HSQC) spectra were recorded between
280 and 303K (Fig. 5.5). Differences in chemical shifts of some selected pairs of
resonances were fitted to a linear function of temperature (Fig. 5.6a). These differ-
ences were then monitored throughout the measurement of a full dispersion profile
at the nominal temperature of 280K (Fig. 5.6b).

The lowest temperature was found in K&K experiments [27], i.e. atδ1/(2θ) = 0,
( 279.4±0.7K ), while the highest (280.0±0.7K) was measured in HDR
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Fig. 5.3 Reprinted with permission from [26]. Copyright 2012 American Chemical Society. Tem-
perature dependence of the relaxation rates of multiple-quantum coherences. a Multiple-quantum
cross-relaxation rates measured with the pulse sequence of Kloiber and Konrat [27] at 280K
(blue circles), 295K (red squares), and 303K (green triangles) and 18.79T (800MHz for 1H).
b Difference between the multiple-quantum cross-relaxation rates measured at 280 and 303K

experiments with the highest rf amplitude δ1/(2θ) = 2.9kHz and the longest
relaxation delay Trel = 50ms. It is possible to conclude that such small variations do
not preclude a quantitative analysis.

5.1.5 Quantifying Chemical Exchange by HDR Relaxation
Dispersion

The HDR dispersion profiles, measured by using the pulse sequences of the Chap. 4,
are shown in Fig. 5.7. With the exception of Thr9, all profiles show a small decrease

http://dx.doi.org/10.1007/978-3-319-06170-2_4
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Fig. 5.4 Chemical exchange contributions to relaxation rates mapped onto the structure of
ubiquitin. A solution-state structure of ubiquitin [22] (pdb code 1d3z), and PYMOL [23] were
employed to generate these images. Residues rendered in blue show contributions to single-quantum
and/or multiple-quantum relaxation rates, while residues in yellow feature a nontrivial temperature
dependence of μMQ
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Fig. 5.6 Reprintedwith permission from [26].Copyright 2012AmericanChemical Society.Control
of the variations of the temperature during HDR irradiation. a The temperature was monitored by

measuring the chemical shift difference �σ =
√

�σ2N + �σ2H , where �σN and �σH are chemical
shift differences between backbone nitrogen and amide protons of a suitable pair of residues. This
parameter was measured for several pairs of residues (R54 and K11, I61 and T55, L56 and I61,
Q40 and Q41, V70 and K6) in a series of HSQC spectra in the range 280–303K. A calibration
curve for each pair of residues was obtained by fitting the temperature dependence to a linear
function of T. b Temperature variations after a relaxation delay of 96θ/δ1 (corresponding to a
single HDR-WALTZ-32 block, red), 192θ/δ1 (two HDR-WALTZ-32 blocks, green) and 288θ/δ1
(three HDR-WALTZ-32 blocks, blue), which is the longest HDR sequence used in our experiments

of μMQ with increasing rf amplitude, indicating the presence of exchange processes
with rates comparable to the maximum rf amplitudes employed.

Thus the dispersion profiles were fitted to Eq.3.46 using the genetic algorithm
described in Chap.4 and Appendix C. The rates extracted from the individual fits
of the profiles are very similar (see Table5.1), with an average 18,800s−1 and a
standard deviation 900s−1.

http://dx.doi.org/10.1007/978-3-319-06170-2_3
http://dx.doi.org/10.1007/978-3-319-06170-2_4
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Fig. 5.7 Reprinted with permission from [26]. Copyright 2012 American Chemical Society. HDR
relaxation dispersion profiles for nine amide pairs in human ubiquitin at 280K. a Profiles for the
NHN pairs of Thr9, Ile23, and Thr55. b profiles for the NHN pairs of Ile30, Lys33, and Asp58;
c profiles for the NHN pairs of Ile61, Val70 and the overlapping signals of Leu43 and Phe45. The
solid lines correspond to a global fit to Eq.3.46. In the case of Thr9, μMQ does not decrease with
increasing rf amplitude, indicating that exchange occurs on time scales faster than can be probed
by our HDR experiments. Thus, Thr9 was not included in the global fitting

http://dx.doi.org/10.1007/978-3-319-06170-2_3
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Table 5.1 Individual fitting
parameters of HDR
dispersion profiles in
ubiquitin

Residue kex [103 s−1] �δ
2
[103 s−2] μ0

MQ [s−1]

I23 18 ± 7 65 ± 20 10 ± 4
I30 19.3 ± 1.5 23 ± 3 −2.2 ± 0.4
K33 18.5 ± 1.5 20 ± 3 2.2 ± 0.2
L43/F45 18 ± 3 50 ± 10 0.8 ± 0.4
T55 18 ± 4 60 ± 20 2.6 ± 1
D58 18.4 ± 0.5 16 ± 1 − .0 ± 0.2
I61 20 ± 3 22 ± 3 −0.8 ± 0.6
V70 20.2 ± 0.6 15 ± 5 −0.8 ± 0.4

Table 5.2 Global fitting
parameters of HDR
dispersion profiles in
ubiquitin

Residue �δ
2
[103 s−2] μ0

MQ [s−1]

I23 76 ± 9 5.1 ± 0.3
I30 23 ± 3 −.1 ± 0.1
K33 20 ± 3 1.15 ± 0.08
L43/F45 49 ± 6 0.4 ± 0.2
T55 70 ± 9 1 ± 0.3
D58 18 ± 2 −0.52 ± 0.06
I61 18 ± 2 −0.26 ± 0.06
V70 12 ± 2 0.3 ± 0.04

Thus a global fitting was performed under the hypothesis that our data are
compatible with dynamics that occur on a single timescale. A rate kex = (19 ±
1)103 s−1 was obtained, while the other extracted parameters are reported in
Table5.2. Based on the corrected Aikake Information Criterion (AICc), the global
model has a probability of >99% of reproducing the data better than the individual
fits. This time scale is in good agreement with results obtained using single-quantum
relaxation dispersion [5, 12].

Identical time scales are not sufficient to prove correlated motions, as has been
shown in studies of RNase A [28, 29]. Yet evidence of a common time scale invites
us to speculate about possible mechanisms of correlated dynamics.

As illustrated in Fig. 5.8, the motions of the N-terminus of helix τ1 and the π4-τ2
loop are coupled through H-bonds between the side chain carboxyl of Glu24 and the
backbone amide proton of Gly53 [30, 31] as well as between the backbone amide
proton of Ile23 and the backbone COofArg54 [5]. Thismotion is likely to be coupled
with the dynamics of Thr55 andAsp58 by anH-bond between the side chain carboxyl
group of Asp58 and the backbone HN of Thr55. At the C-terminal end of helix τ1,
the H-bond between the amide proton of Lys33 and the CO of Lys29 couples the
motions of the peptide planes comprising the Lys33 and Ile30 amide pairs.

Possible couplings of the motions of the N- and C- termini of helix τ1 should also
be considered. For instance, the G53A mutation leads to a significant enhancement
of the contribution of chemical exchange to the transverse single-quantum relaxation
of the backbone nitrogen-15 nuclei of Ala28 and Lys33 [30]. In addition, although
intermolecular contacts may also be considered, the presence of a highly populated
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Fig. 5.8 Possible coupling of motions in human ubiquitin. The solution state (dark gray, pdb code
1d3z) and crystal structures (light gray, pdb code 3ons) of ubiquitin were aligned to minimize
deviations of the π sheets

Glu24-Gly53 H-bond in the microcrystalline form of ubiquitin [31] is correlated
with significant changes in the chemical shift of the backbone 15N of Lys33 [32].
Comparisonof the solution state (pdb code1d3z, [22]) andmicrocrystalline (pdb code
3ons, [31]) structures also reveals the presence of an additional H-bond between the
side-chain ammonium group of Lys33 and the backbone CO of Thr14. The existence
of this H-bond has been confirmed by MD simulations and experiments in solution
[33, 34]. Alignment of the π-sheets of the two structures (Fig. 5.8) offers interesting
insight into the conformational transition. The helix τ1 is slightly tilted, as if it were
pulled on one side by the Glu24-Gly53 H-bond and on the other side by the Lys33-
Thr14 H-bond. The distances between the Cτ in the two structures are 0.5 Å for
Glu24 and 1.1 Å for Lys33. The dynamic nature of helix τ1 has been observed in
several studies [35–37]. Note that the tilt between the two structures is small, on the
order of 5 degrees, which would be less than previously reported [37], and could
possibly be a projection of a more complex motion [16, 17].

Further correlations of motions, in particular between the π-sheet and helix τ1,
remain hypothetical. However, in contradiction to what would be expected if motions
at distinct binding sites were coupled [38, 39], a study of a ternary complex of
ubiquitin failed to detect any allosteric effects between the hydrophobic patch and
the π4-τ2 loop interfaces [40]. Surprisingly, the picture of motions in ubiquitin
derived from our chemical exchange study seems different from the one drawn from
an analysis of RDCs [16, 17]. This underlines the diversity of motions in ubiquitin
as RDCs are more sensitive to fluctuations of the major conformer, while our work
focuses on transitions to a weakly populated excited state.
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Fig. 5.9 Structure of KIX.
Helices τ1, τ2 and τ3 are
marked in blue, green and
red, repectively. A sphere
representation of residue
L620 is provided. The pdb
1kdx [48] and PYMOL [23]
were employed to generate the
image

5.2 Internal Dynamics in KIX

Despite its small size (10.6 kDa), the KID-binding (KIX) domain of the
CREB-binding protein (CBP) domain ismade up of threeτ-helices in an up-down-up
topology, two short 310-helices and interconnecting loops, that surround a hydropho-
bic core (see Fig. 5.9). In vivo, KIX is a key element in many signal pathways,
interacting with a number of co-activators through two distinct binding sites [41,
42]. Interestingly, some of these co-activators, such as the kinase-inducible domain
(KID) [43, 44], are (partially) unstructured proteins that undergo folding upon bind-
ing with KIX. This mechanism has an important role in the tuning of protein-protein
interactions. KIX has been considered to fold through a fast appearance of an inter-
mediate state, followed by a slower folding phase [45, 46]. The rate of the latter
process is ≈ 400 s−1 at T = 293K [47].

In the present section MQ CPMG and HDR techniques are applied jointly to give
a comprehensive description of all the dynamics occurring from the ms to the µs
timescales in KIX. U-[15N, 2H] labeled samples of the KIX domain (residues 586–
672) of human CBP were prepared by Sven Brüschweiler in the research groups of
Prof. Robert Konrat and Dr. Martin Tollinger by bacterial growth in deuterated M9
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Fig. 5.10 Identification of chemical exchange from relaxation rates of multiple-quantum coher-
ences in KIX. The multiple-quantum cross-relaxation rates were measured with the pulse sequence
of Kloiber and Konrat [27]

minimal media containing 15NH4Cl and U-[12C,2H]-a-D-glucose as sole nitrogen
and carbon sources, respectively, and purified as previously described [46].

All NMR samples contained 1mM KIX, 50mM potassium phosphate, pH 5.8,
25mM NaCl, and 1mM NaN3 in 90% D2O / 10% H2O. The experiments were run
in a static magnetic field B0 = 18.79T using a Bruker Avance 800MHz spectrometer
equipped with a triple resonance cryoprobe (TCI) at a temperature T = 293K.

5.2.1 Identifying Chemical Exchange from the Relaxation
of Multiple-Quantum Coherences

Evident signs of the extent of chemical exchange in KIX can be found in the cross-
relaxation rates of multiple-quantum coherences of Fig. 5.10. Indeed, for many back-
bone amide pairs the value of μMQ is significant. In particular, while many residues
in the three helices have values close to zero, significant signatures of chemical
exchange are shown by residues in the loops, especially in the N-terminus (e.g.,
E593) and in the loop between τ1 and τ2 (e.g., L620 and K621).

The dynamics of these residues can be characterized by relaxation dispersion
NMR. Such large chemical-exchange contributions can be due to the slow process
already identified [45–47], or to the presence of additional faster processes that cannot
be detected by conventional single-quantumCPMG relaxation dispersion, or to both.
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5.2.2 Quantifying Chemical Exchange by Multiple-Quantum
CPMG Relaxation Dispersion

In order to quantify contributions of the slow process to the cross-relaxation of
multiple-quantum coherences, we performed MQ CPMG experiments using the
method described by Kay and co-workers [49, 50]. CPMG pulse repetition rates
(ζCPMG) between 40 and 650 Hz were used. Exact numerical solutions of the Bloch-
McConnell equations described in Sect. 3.2.2 were fitted to the experimental DQ and
ZQ relaxation rates RDQ and RZQ, measured at different ζCPMG (see Figs. 5.11 and 5.12)
to determine the parameters of the exchange process. Following [47], we assumed the
population of the excited state to be 2.4%with a single timescale for all the residues.
Experimental uncertainties in the extracted parameters, reported in Table5.3, were
estimated via a Monte Carlo approach.

The global fitting procedure yields a rate of the slow process k slow
ex = (400±70)s−1,

in agreement with [47]. Therefore, we can conclude that ourMQCPMG experiments
are reporting on the same folding-unfoldingprocess of theτ3helix as the one reported
by single-quantum 15N CPMG experiments.

However, the exchange contributions, calculated using Eq.3.4, alongwith the data
in Table5.3, the populations of the ground and excited states given in [47] and the
above timescale, are rather small. Thus, we can conclude that the residues that show
the highest values of μMQ must experience additional faster motions that have not
been reported previously.

5.2.3 Quantifying Chemical Exchange by HDR Relaxation
Dispersion

In order to characterize such motions, we measured a full HDR dispersion profile of
L620 by using the pulse sequences of the Chap. 4. The data point atδ1/(2θ) = 0was
obtained by subtracting to the cross-relaxation rate, measured by the K&K experi-
ment [27], the exchange contribution of the slow process, calculated as described in
the Sect. 5.2.2, and finally dividing the result by 2 to take into account the averaging
of μMQ that can be explained by ALT. The dispersion profile is shown in Fig. 5.13.
A small decrease of μMQ with increasing rf amplitude indicates the presence of
exchange processes with rates comparable to the maximum rf amplitudes employed.

We extracted the parameters k fast
ex = (7, 000 ± 1, 000)s−1 and �δ

2 = (18, 000 ±
5, 000)s−2 by fitting the dispersion profile to Eq.3.46.

Our results show that additional faster processes occur in the native state of KIX.
It isworth noting thatmultiple-quantum relaxation is not sensitive to proton exchange
with water molecules, which may introduce effects due to scalar relaxation in single-
quantum experiments. Thus the faster processes that we identified and quantified are
most likely due to conformational dynamics. Therefore, the folding of KIX from its
intermediate state is not a simple two-state process and is best described in terms

http://dx.doi.org/10.1007/978-3-319-06170-2_3
http://dx.doi.org/10.1007/978-3-319-06170-2_3
http://dx.doi.org/10.1007/978-3-319-06170-2_4
http://dx.doi.org/10.1007/978-3-319-06170-2_3
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Fig. 5.11 SomeMQCPMG dispersion profiles in KIX. Zero- and double-quantum relaxation rates
are marked by red and blue dots, respectively. The solid lines correspond to global fits to Eq.3.11

of several consecutive steps that occur on different timescales and embrace different
parts of the protein. Interestingly, these motions create conformational disorder in
specific regions of the domain that are involved in the binding of the mixed lineage
leukemia protein (MLL) [42] andKID [44]. Flexibility in these regions could possibly
facilitate recognition and play a role in induced-fit mechanisms upon target binding
[51].

5.3 Internal Dynamics in Engrailed 2

Homeoproteins constitute a large class of transcription factors present in many of
eukaryotic species, from yeast to human. Homeoprotein Engrailed 2 plays a key

http://dx.doi.org/10.1007/978-3-319-06170-2_3
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Fig. 5.12 Further examples of MQ CPMG dispersion profiles in KIX. Zero- and double-quantum
relaxation rates are marked by red and blue dots, respectively. The solid lines correspond to global
fits to Eq.3.11

role in embryo development, regulating the differentiation and growth of the central
nervous system [52], and in adult dopaminergic neurons, where the inhibition of the
expression of Engrailed 2 causes apoptosis [53]. Chicken Engrailed 2 is a 289 residue
protein. While the structure of the homeodomain (residues 200–259) is well known
([54], see Fig. 5.14), very little is known about the structure and dynamics of other
parts of the protein.

We studied a construct of Engrailed 2 that comprises residues 146–259 (13.5 kDa),
corresponding to the homeodomain with an N-terminal extension (Fig. 5.15). This
intrinsically disordered extension contains several binding sites for other transcrip-
tion factors (Pbx, FoxA2) and participates in the regulation of transcription [56, 57].
The different degrees of order in the two regions are evident in the HSQC spectrum
in Fig. 5.16. Indeed, the NH resonances corresponding to homeodomain residues are

http://dx.doi.org/10.1007/978-3-319-06170-2_3
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Table 5.3 Global fitting parameters of MQ CPMG dispersion profiles in KIX

Residue �δDQ [s−1] �δZQ [s−1] R0
DQ [s−1] R0

ZQ [s−1]

582 4,100 ± 100 3,200 ± 100 37.4 ± 0.5 32.5 ± 0.5
585 6,700 ± 700 3,600 ± 700 8.8 ± 0.6 9.4 ± 0.6
586 9,700 ± 50 790 ± 10 2.8 ± 0.5 10.9 ± 0.1
588 1,300 ± 100 1,500 ± 200 12.2 ± 0.1 10.7 ± 0.1
590 480 ± 30 1,500 ± 200 27.9 ± 0.5 26.3 ± 0.9
593 4,600 ± 100 4,100 ± 300 13.8 ± 0.4 20.1 ± 0.4
594 1,800 ± 200 4,400 ± 600 30.2 ± 0.2 40.2 ± 0.4
597 2,400 ± 100 1,700 ± 300 27.5 ± 0.5 17.2 ± 0.2
598 2,500 ± 600 2,600 ± 700 24.6 ± 0.4 19.6 ± 0.4
599 3,300 ± 800 1,800 ± 300 27 ± 1 24.9 ± 0.2
601 1,500 ± 500 940 ± 200 28.2 ± 0.3 17.1 ± 0.1
612 2,500 ± 900 1,700 ± 400 7.8 ± 0.4 11.1 ± 0.3
616 1,600 ± 200 1,900 ± 200 17.3 ± 0.2 17.4 ± 0.1
620 2,500 ± 100 2,000 ± 800 10.2 ± 0.5 30.2 ± 0.3
624 2,000 ± 400 1,200 ± 500 44.4 ± 0.2 29.9 ± 0.2
626 2,000 ± 300 1,700 ± 300 27.0 ± 0.2 21.1 ± 0.2
627 2,000 ± 700 2,300 ± 700 23.6 ± 0.4 18.7 ± 0.4
629 2,700 ± 500 2,300 ± 600 28.1 ± 0.3 23.2 ± 0.3
630 1,700 ± 300 2,900 ± 600 23.8 ± 0.2 19 ± 1
632 2,400 ± 700 2,200 ± 500 29.9 ± 0.4 21.0 ± 0.3
633 2,700 ± 100 2,300 ± 800 26.7 ± 0.4 16.0 ± 0.4
634 2,200 ± 500 2,200 ± 600 24.3 ± 0.3 19.2 ± 0.4
636 2,300 ± 500 1,400 ± 500 27.1 ± 0.3 18.8 ± 0.3
638 1,500 ± 100 1,300 ± 800 25.5 ± 0.5 18.5 ± 0.3
640 4,300 ± 300 4,800 ± 100 26.9 ± 0.4 19.9 ± 0.5
641 2,700 ± 100 2,400 ± 400 25.3 ± 0.5 19.9 ± 0.3
645 4,300 ± 200 1,600 ± 300 21.8 ± 0.4 25.7 ± 0.6
646 2,400 ± 500 1,900 ± 300 29.0 ± 0.3 16.4 ± 0.2
651 2,300 ± 500 1,900 ± 300 28.1 ± 0.3 24.9 ± 0.2
652 1,800 ± 400 1,500 ± 200 35.5 ± 0.2 25.0 ± 0.1
655 3,400 ± 400 1,700 ± 200 21.3 ± 0.8 20.9 ± 0.2
671 1,200 ± 300 2,100 ± 400 10.8 ± 0.8 8.9 ± 0.3

well dispersed, while those belonging to the N-terminal extension all lie in a narrow
range of about 1 ppm, which corfirms that the regions outside the homeodomain are
intrinsically disordered.

In this section we use a combination of relaxation rates andmagnetization transfer
rates to provide a qualitative characterization of the internal dynamics in Engrailed
2. Also, 15N R1ρ experiments are used to determine the timescale of such motions.

Expression and purification of the protein and sample preparation are described in
[55, 58]. All experiments were carried out at 303K at 18.79T with a Bruker Avance
800 spectrometer equipped with a TXI cryoprobe with z-axis gradients.
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Fig. 5.13 HDR relaxation dispersion profiles for the backbone amide pair of L620 in KIX. The
solid line correspond to a global fit to Eq.3.46

(a) (b)

Fig. 5.14 Structure of chicken Engrailed 2 homeodomain solved by NMR spectroscopy [55].
Vertical (a) and horizontal (b) views of the protein with respect to the Helix III are represented.
Residues whose mutations affect DNA binding are labelled

5.3.1 Identifying Chemical Exchange from the Relaxation
of Single-Quantum Coherences

Chemical-exchange processes were identified by using a series of 15N relaxation
measurements, such as longitudinal 15N relaxation rates (R1), transverse 15N relax-
ation rates under a single echo (Recho

2 ) or under a Carr-Purcell-Meilboom-Gill train
of echoes (RCPMG

2 ), 15N-1H dipolar cross-relaxation rates (1H-15N NOE rate or νNH),
and longitudinal (ωz) and transverse (ωxy) cross-relaxation rates resulting from the
cross-correlation of the nitrogen-15 chemical shift anisotropy and the dipolar inter-
action between the nitrogen nucleus and its attached proton. The reader is referred to

http://dx.doi.org/10.1007/978-3-319-06170-2_3
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Fig. 5.15 Reproduced from [55]. Functionally important regions of Engrailed 2 homeoprotein.
DNA binding domain (homeodomain), which contains also internalization and secretion signals is
marked in red. The serine-rich fragment phosphorylated by CK2 kinase is marked in blue. Protein-
protein interaction sites are marked in orange (Groucho protein) and in green (PBX and FoxA2
proteins)

Fig. 5.16 Reproduced from [55, 58]. Assigned 2D 1H-15N HSQC spectrum of the 15N-labelled
146–259 fragment of Engrailed 2 acquired at 500MHz. A zoom of the central crowded region of
the spectrum is shown in upper-left corner. Backbone resonances corresponding to residues in the
homeodomain (200–259) and in the N-terminal extension (146–99) are marked in black and red,
respectively. The side-chain resonances of Trp, Asn and Gln residues are indicated in blue
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Fig. 5.17 Backbone amide transverse (a) and longitudinal (b) 15N relaxation rates in Engrailed
2. In panel a, rates measured by refocusing the magnetization with a single echo are marked by
blue dots, whereas rates measured by applying a CPMG train with a repetition rate of 1,000Hz are
marked by red squares

Sect. 4.1 for the pulse sequences and some references describing the details of these
experimental techniques.

Transverse relaxation rates are shown in Fig. 5.17a. Many residues in the
structured homeodomain, which is a DNA-binding globular domain, and residues
168–180 (hexapeptide region, which has been identified as a protein-protein inter-
action site) are characterized by remarkably high transverse relaxation rates. On the
contrary, transverse relaxation in the rest of the unstructured region is much slower.

High relaxation rates can be due to the presence of structure [59], to
chemical-exchange contributions, or both. R2 rates measured under a CPMG train
with a repetition rate of 1 kHz are only slightly lower than those measured under a
single echo. Thus contributions of exchange processes in the ms time scale are small
at best. Most exchange contributions to relaxation comes from sub-ms processes, as

http://dx.doi.org/10.1007/978-3-319-06170-2_4
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Fig. 5.18 N/NH CSA/DD transverse (a) and longitudinal (b) cross-relaxation rates, heteronuclear
15N-1H NOE values (c) and exchange-free 15N transverse relaxation rates (d) in Engrailed 2

confirmed by the fact that no decrease in R2 is observed in 15N CPMG dispersion
profiles (results not shown here).

Since exchange phenomena do not affectNOE rates to first order, they can provide
more insights into the origin of such fast relaxation. As shown in Fig. 5.18c, most
residues of the homeodomain are characterized by small νNH values, which confirms
the rigidity of this domain, due to the structure that contains a bundle of three τ-
helices. On the other hand, much higher rates are found for the residues in the
unstructured region. This is a clear signature of disorder [60–62].

Smaller NOE rates reveal restricted motions, which may be due to residual struc-
ture. This is the case for the hexapeptide, which has indeed a significant τ-helical
propensity [55].1 Therefore, we can conclude that at least part of the fast transverse
relaxation in the homeodomain and in the hexapeptide is due to residual structure.

Like νNH, ωxy is sensitive to local order and not to exchange processes, and therefore
the values in Fig. 5.18a reflect the structure given by secondary elements. Higher rates

1 The results of heteronuclear NOEmeasurements are commonly presented as the ratio of the signal
intensities measured at the steady state under effective proton saturation (I ss) and at equilibrium
(I eq). Such ratio is close to 1 for ordered regions and lower for disordered ones, and depends on
both νNH and R1 [63]:

I ss

I eq
= 1 + γHνNH

γNR1
.

In the case of the hexapeptide region νNH is smaller than the values measured in the rest of the
N-terminal extension, while R1 is larger. Therefore, exploiting the combined effects on νNH and R1,
I ss/I eq is more sensitive to the presence of order than the two probes individually.
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Fig. 5.19 Contributions of chemical exchange to the backbone amide transverse 15N relaxation
rates in Engrailed 2. Rates measured by refocusing the magnetization with a single echo are marked
by blue dots, whereas ratesmeasured by applying aCPMG trainwith a repetition rate of 1,000Hz are
marked by red squares. The threshold values, marked by blue and red dotted lines for single-echo
and CPMG experiments, respectively, were obtained by computing the average of the exchange
contributions excluding the 25 highest and lowest values

are obtained in regions that have been identified as ordered because of the NOE rates,
while lower values are obtained in more flexible areas.

A combination of ωxy, ωz, νNH and R1 rates yields an estimate of the exchange-free
relaxation rates (Fig. 5.18d) that are only due to CSA and DD relaxation, according
to the expression of Kroenke et al. [64]:

R0
2 = (R1 − 1.249νNH)

ωxy

ωz

+ 1.079νNH. (5.1)

The values of the chemical exchange contributions to transverse relaxation in
Fig. 5.19 are simply given by

Rex
2 = R2 − R0

2. (5.2)

Significant exchange contributions are identified for the residues whose values lie
above the threshold in Fig. 5.19. Thus, fluctuations at sub-ms timescales are likely to
occur both in the hexapeptide and in a few restricted locations in the homeodomain,
such as residues 219–221.

5.3.2 Quantifying Chemical Exchange by R1ρ Relaxation
Dispersion

Suchmotions havebeen characterizedusing 15NR1ρ relaxationdispersionNMR.The
pulse sequences are described in Sect. 4.1. Experimental data for nine residues identi-

http://dx.doi.org/10.1007/978-3-319-06170-2_4
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Fig. 5.20 Representative R1ρ relaxation dispersion profiles in Engrailed 2. Experiments were
carried on the backbone amide 15N of the residues indicated by the labels in the panels. The cor-
responding exchange-free 15N transverse relaxation rates are marked by red solid lines. Light blue
dots indicate the values of R2 measured with a single echo

fied as outliers in Fig. 5.19 are reported in Fig. 5.20. The fitting of the
experimental data to Eq.3.14 using the genetic algorithm of Chap. 4 and Appendix
C yields the parameters reported in Table5.4.

With the exception of 178, all residues in the hexapeptide region feature kinetic
rates of the same order of magnitude. Nevertheless, preliminary attempts to perform
a global fit to extract a single timescale for residues 168–177 were not successful.
The residual exchange contribution R0,fit

2 −R0,exp
2 is not significant (i.e., smaller than

the error bar on R0,fit
2 ) for all residues in the hexapeptide region except 175–176.

This observation suggest that µs motions faster than the maximum δeff/ (2θ)

used in our experiments (≈ 4kHz) are not likely to occur. Thus, the following
interpretations of the relaxation dispersion data could be proposed:

1. Complex motions occur on different timescales, even in consecutive residues.
These must therefore be completely uncorrelated;

2. Motions involving more than two sites occur. This would require a change of the
model used to fit the data;

3. The error bars on the timescale extracted from the fit of the dispersion profiles
are underestimated, so that the different kinetic rates are in fact compatible with
a single process.

More experimental data, possibly acquired at different B0 field strengths, are required
to determine the correct interpretation unambiguously. One attractive option is to

http://dx.doi.org/10.1007/978-3-319-06170-2_3
http://dx.doi.org/10.1007/978-3-319-06170-2_4
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Table 5.4 Fitting parameters extracted from 15N R1ρ dispersion profiles in Engrailed 2

Residue kex [s−1] pA pB�δ2 [s−2] R0,fit
2 [s−1] R0,fit

2 −R0,exp
2 [s−1]

168 11,400±400 30,000±3,000 4.6±0.7 0.3
169 7,000±200 21,000±1,000 6.3±0.9 0.8
171 11,700±200 41,000±2,000 7±1 0.7
175 6,800±200 36,000±1,000 7±1 1.1
176 7,600±300 21,000±3,000 7±1 1.6
177 8,600±800 24,000±5,000 4.8±0.7 0.3
178 3,400±200 8,000±400 5.3±0.8 0.6
219 5,200±700 17,000±3,000 12±2 0.9
221 10,000±1,000 23,000±6,000 12±2 3.0

decrease the temperature. This would slow down the exchange processes, possibly as
slow as the ms timescale. This could be easily investigated by 15N CPMG relaxation
dispersion. IndeedCPMGexperiments requiremuch less experimental time thanR1ρ
experiments, allowing one to record full dispersion profiles with more data points
than R1ρ and at different static magnetic fields even with a single protein sample.
These advantages are of primary importance for systems with limited stability such
as Engrailed.

Nevertheless, it is evident that the hexapeptide motif is characterized by complex
dynamics, which is likely to be linked with its physiological function. Moreover,
the time scale of motions in the homeodomain is reasonably close to that of the
hexapeptide. It is therefore tempting to suppose that the dispersion of residue 219–
221 is due to transient contacts with the unstructured regions, and in particular with
the hexapeptide. Long-range interactions between the two regions has indeed been
identified [55]. This hypothesis could be verified by studying the dynamics of differ-
ent constructs, for instance containing only the homeodomain or only the N-terminal
extension.
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Chapter 6
Conclusions

Protein function often depends on motions and conformational rearrangements
occurring on a µs-ms time scale. Such processes induce chemical exchange effects
and are effectively characterized by relaxation dispersion, i.e., the variation of relax-
ation rates as a function of the amplitude of an rf field or as a function of the repetition
rate ofτ pulses. The goal of the presentworkwas to develop analytical tools to under-
stand and control the chemical-exchange inducedmultiple-quantum cross-relaxation
under our heteronuclear double resonance (HDR) using awideband alternating-phase
low-power technique for zero-residual-splitting (WALTZ)-32 sequence and to apply
this method, in combination with conventional ones, such as single- and multiple-
quantum relaxation rates measured by using Carr Purcell Meiboom Gill (CPMG)
and R1ω experiments, to the characterization of internal motions in proteins.

A fully analytical study ofmultiple-quantumcross-relaxation dispersion during an
HDRWALTZ-32 pulse sequence in the framework of Redfield’s theory is presented.
We derived a compact analytical expression, valid for fast exchange between two
conformers, that describes the dependence of the effective cross-relaxation rate μMQ

on the applied rf amplitude ρ1, on the rate of the exchange process kex, and on a

parameter πρ
2
defined as the product of the populations of the two sites and of

the chemical shift differences between the sites for the two spins. Formally, the
expression is analogous to the well-known R1ω relaxation dispersion for single-
quantum coherences, modified by a correction factor that takes into account the phase
modulation inherent to HDR WALTZ-32 pulse sequences. Numerical simulations
and experiments were used to confirm the validity of our expression.

Our expression allowed us to use the HDR method as a new tool to probe
local dynamics that occur on microsecond timescales and to characterize correlated
exchange processes in molecules of biological interest through the investigation
of multiple-quantum cross relaxation. Indeed, it is possible to extract quantitative
information about kinetics (i.e., exchange rates kex) from the observed relaxation
dispersion. In combination with other techniques, e.g. R1ω relaxation dispersion,
our analytical formula also allows one to extract information about the thermody-
namics (i.e., populations of the two sites) and structural parameters (chemical shift
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differences of the two spins), thus permitting an accurate and detailed quantification
of local dynamic processes.

Weusedmultiple-quantum relaxation techniques to identify the extent of chemical
exchange in human ubiquitin. Several regions of ubiquitin show the signature of
chemical exchange, including the hydrophobic patch and the δ4-θ2 loop, which are
both involved in many interactions. The heteronuclear double resonance method was
used to determine the time scales of motions that give rise to chemical exchange.
Dispersion profiles were obtained for the backbone NHN pairs of several residues in
the hydrophobic patch and the δ4-θ2 loop, as well as the C-terminus of helix θ1. We
show that a single time scale (ca. 50 µs) can be used to fit the dispersion profiles for
most residues. Potential mechanisms for the propagation of motions and the possible
extent of correlation of these motions were discussed.

Multiple-quantum relaxation techniques were also employed to explore the inter-
nal dynamics in the KID-binding (KIX) domain of the CREB-binding protein (CBP).
Evident signs of chemical exchange in KIX were found in the cross-relaxation
rates of multiple-quantum coherences, especially in the N-terminus and in the loop
between the helices θ1 and θ2. Multiple-quantum CPMG were used to character-
ize a slow folding-unfolding process (kex ≈ 400 s−1) that was already characterized
by Konrat and coworkers. Our results pointed out that the slow process is only
marginally responsible for the chemical exchange contributions to cross-relaxation
rates of multiple-quantum coherences. Thus faster processes must be present. We
used the HDR method to quantify the time scale of the fast process for L620,
kex = (7 ± 1) × 103 s−1. Additional work is required to probe the time scale of
fast processes for other residues.

We also studied a construct of Engrailed 2 that comprises the folded homeodomain
and an intrinsically disordered N-terminal extension, containing several binding sites
for other transcription factors. Among these binding sites an important role is played
by the hexapeptide 169–174, which is a protein-protein interaction site. A combi-
nation of 15N relaxation rates and magnetization transfer rates were used to obtain
a qualitative characterization of internal dynamics in Engrailed 2. While contribu-
tions of exchange processes on the ms time scale were small, fluctuations at sub-ms
timescales were found to occur both in the hexapeptide and in a few restricted loca-
tions in the homeodomain, such as residues 219–221. Such motions were character-
ized using 15N R1ω relaxation dispersion NMR. For most residues in the hexapep-
tide region, kinetic rates of the same order of magnitude ≈7000 s−1 were extracted
from the dispersion profiles. However preliminary attempts to perform a global fit
to extract a single time scale for residues in this region were not successful. This
failure could reflect the fact that motions of close or even consecutive residues do
actually occur on different time scales, or it could be the signature of the presence of
motions that involvemore than two sites, or it could be due to the limited extent of our
data sets. More experimental data, possibly acquired at different static magnetic field
strengths, are required to improve the interpretation of our data. One attractive option
is to decrease the temperature at which the experiments are carried out. This would
slow down the exchange processes, possibly up to a ms timescale that could be easily
investigated by 15N CPMG relaxation dispersion. Nevertheless, it is evident that the
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hexapeptide motif is characterized by complex dynamics, which may be linked to its
physiological function. Moreover, the time scale of motions in the homeodomain is
reasonably close to that of the hexapeptide. It is therefore tempting to suppose that
the dispersion of residues 219–221 is due to transient contacts with the unstructured
regions, and in particular with the hexapeptide. Long-range interactions between the
two has indeed been identified and this hypothesis could be verified by studying the
dynamics of different constructs, for instance containing only the homeodomain or
only the N-terminal extension.



Appendix A
Explicit Forms of the Functions Approximated
in Section 3.4

Henceforth we shall use τ = ω1ρex. Algebraic manipulations carried out with
Mathematica 8 show that
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The function F2(ω1, ρex) can be written as F2(τ) = A + Bτ + Cτ2, with
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Appendix B
Implementation of Numerical Simulations

We have simulated numerically the dependence of the multiple-quantum
cross-relaxation rate μWALTZ

MQ on the applied rf amplitude during a HDR WALTZ-32
pulse sequence under different exchange conditions.

The starting point for our simulations is the homogeneous master equation [1, 2]
d
dt δ(t) = −L̂δ(t), where δ(t) is the density operator of the two-spin system and

the Liouvillian superoperator L̂ = i Ĥ + θ̂ includes offsets, scalar couplings and the
heteronuclear double-resonance rf irradiation, through the superoperator Ĥ , as well
as the effects of stochastic processes through the relaxation superoperator θ̂. The
explicit matrix representation of the superoperators Ĥ and θ̂ can be found in [1].
The effects of chemical exchange are taken into account by modifying the master
equation, much in the way as the classical Bloch equations were modified to give the
McConnell equations [3].

We assume a simple first-order chemical exchange reaction between sites a and
b, described by the kinetic matrix

K =
[−kf kr

kf −kr

]
. (B.1)

where kf and kr are the forward and reverse exchange rates, respectively. The corre-

spondingLiouville superoperator is obtained by theKronecker product ˆ̂K = K ⊗Ê16,
where Ê16 is the 16 × 16 unity superoperator. A new product space of dimension
32 is thus constructed by combining the 2× 2 chemical configuration space and the
16× 16 Liouville space in order to describe the jumps of the magnetization between
the two exchanging sites [3, 4]. Henceforth double carets over operators will denote
superoperators in the 32× 32 product space. The Liouville superoperators Ĥ and θ̂

have to be adapted accordingly. Therefore, we define
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ˆ̂Hk
� =

[
ωk

a 0
0 ωk

b

]
⊗ Ôk

z with k = I, S, (B.2a)

ˆ̂HJ = Ê2 ⊗ ĤJ, (B.2b)

ˆ̂Hrf = Ê2 ⊗ Ĥrf, (B.2c)

where ĤJ and Ĥrf are the Liouville superoperators associated with the scalar coupling

between spins I and S and the rf fields, respectively, and Ôk
z (k = I, S) are the

dimensionless superoperators constructed from the (4 × 4) Zeeman spin operators
Iz and Sz . How to obtain a matrix representation of Liouville superoperators using a
basis set of Cartesian product operators is described elsewhere [1]. In a similar way
one can modify the relaxation superoperator, assuming identical relaxation rates in
states a and b,

ˆ̂
θ = Ê2 ⊗ θ̂. (B.3)

The Liouville representation of the density operator is now a column vector of 32
elements and the master equation in the product space is

d

dt
δ(t) = − ˆ̂Lδ(t), (B.4)

with ˆ̂L = i ˆ̂H + ˆ̂
θ − ˆ̂K and ˆ̂H = ˆ̂H I

� + ˆ̂H S
� + ˆ̂HJ + ˆ̂Hrf. Over a time interval [0, t]

with a constant rf field the Liouvillian superoperator ˆ̂L is time-independent in the
DRF so that, given an initial state δ0, the solution to Eq.B.4 at time t is

δ(t) = e− ˆ̂Ltδ0. (B.5)

We can set δ0 equal to eitherX = 2Ix Sx orY = 2Iy Sy and simulate the evolution of
the system throughout the whole HDR WALTZ-32 sequence, including the effects
of symmetrical reconversion [5, 6], which is employed to average out the difference
of the effective auto-relaxation rates of the cross-relaxing operators [1]. Simulations
are run for different relaxation delays, i.e., for n-fold repetitions of the HDRWALTZ-
32 block. The effective cross-relaxation rate μWALTZ

MQ at a given rf amplitude ω1 can
be extracted by fitting the simulated data as explained elsewhere [1]. For the sake
of simplicity, in this PhD thesis we show only results obtained for asymmetric pop-
ulations pa = 0.98 and pb = 0.02. Moreover, we have assumed a scalar coupling
constant JI S = −90Hz, typical of 1H-15 N systems in protein backbones, a rota-
tional correlation time ρc = 6ns and a static field B0 = 14.09T, corresponding to a
1H Larmor frequency of 600MHz. In the simulations we assumed an uncertainty of
2% on the exchange rate kex and on the chemical shift differences σωI

ab and σωS
ab.

These uncertainties were taken into account by a Montecarlo method.



Appendix B: Implementation of Numerical Simulations 101

References

1. Ulzega S, Verde M, Ferrage F, Bodenhausen G (2009) J Chem Phys 131:224503
2. Allard P, Helgstrand M, Hard T (1998) J Magn Reson 134:7
3. Helgstrand MM, Härd TT, Allard PP (2000) J Biomol NMR 18:49
4. Jeener J (1982) Adv Magn Reson 10:1
5. Pelupessy P, Espargallas GM, Bodenhausen G (2003) J Magn Reson 161:258
6. Pelupessy P, Ferrage F, Bodenhausen G (2007) J Chem Phys 126:134508



Appendix C
Implementation of Minimization Algorithms

C.1 Genetic Algorithm: Mathematica Version

1 GeneticAnalytic[Npop_, kexrange_, σωrange_,

2 data_, err_, ζ1_] := Module[

3 {chromTable (*each chromosome in a row*),

4 cost = Table[0, {i, 1, Npop}],

5 μinf = Table[0, {i, 1, Npop}],

6 Nkeep = Round[Npop/2], (*50% selection rate*)

7

8 Noffspr = Npop - Round[Npop /2] ,(*50% selection rate*)

9

10 Ntourn = 3, (*for tournament selection*)

11 NMut ,

12 MutRate = 0.25, (*25% mutation rate*)

13 MaxIter = 50, j = 1,

14 Prec = 5*10^( -2),

15 sim , chi2, μ0, temp ,

16 mothers , fathers , tempM , tempF , tempC ,

17 MutRow , MutCol ,

18 kex , σkex , σω, σσω, μinfFin , σμinfFin},

19 (* definition of the initial population and cost*)

20

21 chromTable =

22 ParallelTable[{ Random[Real , kexrange],

23 Random[Real , σωrange]}, {i, 1,

24 Npop }]; (*this is σω as defined in the CPC \

25 paper*)

26 NMut = Round[MutRate*Noffspr];

27 Do[

28 sim = Table[

29 HDRfunc[ζ1[[i]], 1/ chromTable [[j, 1]],

30 chromTable [[j, 2]]], {i, 1, Length[ζ1]}];

31 chi2 =

32 Sum[(( data[[i]] - sim[[i]] - μ0)/err[[i]])^2, {i, 1,

33 Length[ζ1]}];

34 temp = Minimize[chi2, μ0];

35 μinf[[j]] = μ0 /. temp [[2]];

36 cost[[j]] = temp [[1]];

37 , {j, 1, Npop }];

38 fathers = Table[{0, 0}, {i, 1, Noffspr }];

39 mothers = Table[{0, 0}, {i, 1, Noffspr }];

40 While[j < MaxIter + 1 &&

41 StandardDeviation[Take[cost , Nkeep ]]/Min[Take[cost , Nkeep]] > Prec ,

42 Print[j, "/", MaxIter , " , ",

43 StandardDeviation[Take[cost , Nkeep ]]/Min[Take[cost , Nkeep ]]];

44 (*Print[chromTable ];*)

45 (* natural selection*)

N. Salvi, Dynamic Studies Through Control of Relaxation in NMR Spectroscopy, 103
Springer Theses, DOI: 10.1007/978-3-319-06170-2,
© Springer International Publishing Switzerland 2014



104 Appendix C: Implementation of Minimization Algorithms

46

47 chromTable =

48 SortBy[chromTable , cost[[ Flatten[Position[chromTable , #]]]] &];

49 μinf =

50 SortBy[μinf , cost[[ Flatten[Position[μinf , #]]]] &];

51 (* chromTable=Sort[chromTable ,cost [[#1]] < cost [[#2]]&];*)

52

53 cost = Sort[cost , #1 < #2 &];

54 Do[chromTable [[Nkeep + i]] = {0, 0};

55 μinf[[Nkeep + i]] = 0;

56 cost[[Nkeep + i]] = 0

57 , {i, 1, Noffspr }];

58 (* tournament selection*)

59

60 Do[tempF = Table[Random[Integer , {1, Nkeep}], {z, 1, Ntourn }];

61 tempM = Table[Random[Integer , {1, Nkeep}], {z, 1, Ntourn }];

62 tempC = Table[cost[[tempF[[z]]]], {z, 1, Ntourn }];

63 fathers[[i]] = chromTable [[tempF[[ Ordering[tempC , 1][[1]]]]]];

64 tempC = Table[cost[[tempM[[z]]]], {z, 1, Ntourn }];

65 mothers[[i]] = chromTable [[tempM[[ Ordering[tempC , 1][[1]]]]]];

66 , {i, 1, Noffspr }];

67 (* mating *)

68

69 Do[chromTable [[

70 Nkeep + i]] = {( mothers[[i, 1]] + fathers[[i, 1]])/

71 2, (mothers[[i, 2]] + fathers[[i, 2]]) /2};

72 , {i, 1, Noffspr }];

73 (* mutations*)

74 Do[MutRow = Random[Integer , {Nkeep + 1, Npop }];

75 MutCol = Random[Integer , {1, 2}];

76 If[MutCol == 1, chromTable [[MutRow , 1]] = Random[Real , kexrange],

77 chromTable [[MutRow , 2]] =

78 Random[Real , σωrange]]

79 , {i, 1, NMut }];

80 (*cost of the new generation *)

81 Do[

82 sim =

83 Table[HDRfunc[ζ1[[i]], 1/ chromTable [[Nkeep + z, 1]],

84 chromTable [[Nkeep + z, 2]]], {i, 1, Length[ζ1]}];

85 chi2 =

86 Sum[(( data[[i]] - sim[[i]] - μ0)/err[[i]])^2, {i, 1,

87 Length[ζ1]}];

88 temp = Minimize[chi2, μ0];

89 μinf[[Nkeep + z]] = μ0 /. temp [[2]];

90 cost[[Nkeep + z]] = temp [[1]];

91 , {z, 1, Noffspr }];

92 j++;

93 ];

94

95 chromTable =

96 SortBy[chromTable ,

97 cost[[ Flatten[Position[chromTable , #]]]] &]; μinf =

98 SortBy[μinf , cost[[ Flatten[Position[μinf , #]]]] &];

99 cost = Sort[cost , #1 < #2 &];

100

101 kex = chromTable [[1, 1]];(* Mean[chromTable [[All ,

102 1]]];*)

103 σkex =(*PDF[ChiSquareDistribution[

104 Length[ζ1]-4],cost [[1]]]* kex;*)

105 StandardDeviation[chromTable [[1 ;; Nkeep , 1]]];

106 σω = chromTable [[1, 2]];(* Mean[chromTable [[All ,

107 2]]];*)

108 σσω =(*PDF[

109 ChiSquareDistribution[Length[ζ1]-4],cost[[

110 1]]]*σω;*)

111 StandardDeviation[chromTable [[1 ;; Nkeep , 2]]];

112 μinfFin = μinf[[

113 1]];(* Mean[μinf ];*)

114 σμinfFin =(*PDF[

115 ChiSquareDistribution[Length[ζ1]-4],cost [[1]]]*μinfFin ;*)

116 StandardDeviation[Take[μinf , Nkeep ]];

117
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118 {kex , σkex , σω, σσω, μinfFin , σμinfFin}

119 ]

1 (*Ulzega ,S.;Salvi ,N.;Segawa ,T.F.;Ferrage ,F.; Bodenhausen ,G. ChemPhysChem

2011 ,12 ,333*)

2

3 HDRfunc[ζ1_, ρ ex_, σω2_] := Module[

4 {corr = (23*(2 π*ζ1)^3*ρ ex^3) /(16*π *(1 -

5 Exp[-96 π /(2*π*ζ1*ρ ex)]) (1 +

6 (2*π*ζ1*ρ ex)^2)), value},

7 value = (σω2*ρ ex/(1 + (2*π*ζ1* ρ ex)^2))*(1 + corr);

8 value]

C.2 Genetic Algorithm: Matlab Version

1 function [solution , STD] = GeneticAlgorithm(problem)

2

3 % ======================================================================

4 % DESCRIPTION

5 %

6 % usage: [solutions , values] = GeneticAlgorithm(problem)

7 %

8 % Solves the optimization problem "problem" using a GA.

9 % "problem" is a MATLAB data structure. Using a data strucure allows to

10 % pass problem specific information between the different function handles

11 % specified further below.

12 %

13 % ----------------------------------------------------------------------

14 % PARAMETERS

15 %

16 % problem.MAX_ITERATIONS the maximum number of iterations

17 % problem.Accuracy stop criterion

18 % problem.NumTournament How many chromosomes in the tournament

19 % selection

20 % problem.NumChromosomes Number of chromosomes

21 % problem.Ranges Ranges for the variables

22 % problem.MutationRate rate of the mutations

23 % problem.SelectionRate selection rate (% that you keep)

24 % problem.OBJECTIVE_FUNCTION a handle to a function that computes the

25 % objective function value for a given solution;

26 % this function must take the following

27 % parameters:

28 % 1. the solution to be evaluated (a row vector)

29 % 2. the "problem" data structure

30 % The return value of this function must be a

31 % scalar value.

32 % problem.SIMULATOR a handle to a function that is used to

33 % simulate NMR data

34 %

35 % ----------------------------------------------------------------------

36 % RETURN VALUES

37 %

38 % solution the best solution

39 % value the corresponding value of the objective

40 % function

41 %

42 % ======================================================================

43

44 NumVariables=length(problem.Ranges);

45 Nkeep=round(problem.NumChromosomes*problem.SelectionRate);

46 NumOffSpring=problem.NumChromosomes -Nkeep;

47 NumMut=round(problem.MutationRate*NumOffSpring);

48

49 %initial population and cost

50

51 for i = 1: problem.NumChromosomes

52 for j = 1: NumVariables

53 ChromTable(i,j)=random(’unif ’,problem.Ranges(j,1),problem.Ranges(j,2));
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54 end

55 cost(i)=feval(problem.OBJECTIVE_FUNCTION ,problem ,ChromTable(i,:));

56 end

57

58 iter =1;

59 while iter < problem.MAX_ITERATIONS + 1 && std(cost (1: Nkeep))/min(cost (1: Nkeep))

> problem.Accuracy

60 [cost , IX]=sort(cost);

61 ChromTableStore=ChromTable;

62 for i = 1: problem.NumChromosomes

63 ChromTable(i,:)=ChromTableStore(IX(i) ,:);

64 end

65

66 %tournament selection

67 for i = 1: NumOffSpring

68 tempF=randi(Nkeep ,[1, problem.NumTournament]);

69 tempM=randi(Nkeep ,[1, problem.NumTournament]);

70 for j=1: problem.NumTournament

71 tempC(j)=cost(tempF(j));

72 end

73 [~, IX]=sort(tempC);

74 fathers(i,:)=ChromTable(tempF((IX(1))) ,:);

75 for j=1: problem.NumTournament

76 tempC(j)=cost(tempM(j));

77 end

78 [~, IX]=sort(tempC);

79 mothers(i,:)=ChromTable(tempM((IX(1))) ,:);

80 end

81

82 %mating

83 for i = 1: NumOffSpring

84 ChromTable(Nkeep+i,:)=( fathers(i,:)+mothers(i,:))/2;

85 end

86

87 %mutations

88 for i = 1: NumMut

89 MutRow=randi([Nkeep+1,problem.NumChromosomes ],[1,1]);

90 MutCol=randi(NumVariables ,[1 ,1]);

91 ChromTable(MutRow ,MutCol)=random(’unif ’,problem.Ranges(MutCol ,1),problem

.Ranges(MutCol ,2));

92

93 end

94

95 %cost of the new generation

96 for i = 1: NumOffSpring

97 cost(Nkeep+i)=feval(problem.OBJECTIVE_FUNCTION ,problem ,ChromTable(Nkeep+

i,:));

98 end

99

100 iter=iter +1;

101 end

102

103 %final sorting

104 [cost , IX]=sort(cost);

105 ChromTableStore=ChromTable;

106 for i = 1: problem.NumChromosomes

107 ChromTable(i,:)=ChromTableStore(IX(i) ,:);

108 end

109

110 %output

111 solution=ChromTable (1,:);

112 STD=std(ChromTable (1:Nkeep ,:) ,0,2);

113

114 end
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C.3 Simulated Annealing: Matlab Version

1 function [solutions , values] = SimulatedAnnealing(problem)

2

3 % =============================================================================

4 % DESCRIPTION

5 %

6 % usage: [solutions , values] = SimulatedAnnealing(problem)

7 %

8 % Solves the optimization problem "problem" using simulated annealing.

9 % "problem" is a MATLAB data structure. Using a data strucure allows to

10 % pass problem specific information between the different function handles

11 % specified further below.

12 %

13 % -----------------------------------------------------------------------------

14 % PARAMETERS

15 %

16 % problem.MAX_ITERATIONS the maximum number of iterations

17 % problem.C C * log(iteration + 1) scales the difference

18 % between a new and the current solution

19 % (also called "C" in the lecture)

20 % problem.INITIAL_SOLUTION a row vector that represents an initial solution

21 % of the problem

22 % problem.RANDOMIZE a handle to a function that generates a proposal

23 % solution from a given solution; this function

24 % must take the following two parameters:

25 % 1. the current solution (a row vector)

26 % 2. the entire "problem" data structure

27 % The return value of this function must again be

28 % a row vector of appropriate dimension.

29 % problem.OBJECTIVE_FUNCTION a handle to a function that computes the

30 % objective function value for a given solution;

31 % this function must take the following

32 % parameters:

33 % 1. the solution to be evaluated (a row vector)

34 % 2. the "problem" data structure

35 % The return value of this function must be a

36 % scalar value.

37 % problem.SIMULATOR a handle to a function that is used to

38 % simulate NMR data

39 %

40 % ----------------------------------------------------------------------------

41 % RETURN VALUES

42 %

43 % solutions a matrix where the i-th row contains the

44 % solution computed in the i-th iteration

45 % values a column vector where the i-th row contains

46 % the objective function value computed in the

47 % i-th iteration

48 %

49 % ============================================================================

50

51 x = problem.INITIAL_SOLUTION;

52 solutions (1,:) = x;

53 fx = feval(problem.OBJECTIVE_FUNCTION ,problem ,x);

54 values (1) = fx;

55 y = feval(problem.RANDOMIZE ,x);

56 fy = feval(problem.OBJECTIVE_FUNCTION ,problem ,y);

57

58 lambda = problem.C*log (1+0.5);

59 %fprintf(’SIMULATED ANNEALING ITERATION %i \n \n \n \n’,0)

60

61 for k = 2: problem.MAX_ITERATIONS

62

63 % [fx, AvgMaxQueue_x, AvgTotal_x] = feval(problem.OBJECTIVE_FUNCTION ,x,

oldScenario);

64 numer = exp(-lambda*fy);

65 denom = exp(-lambda*fx);

66 alpha = min(1,numer/denom);

67

68 r = rand();
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69

70

71

72 if r < alpha

73

74 solutions(k,:) = y;

75 values(k) = fy;

76

77 fx = fy;

78 x = y;

79

80 y = feval(problem.RANDOMIZE ,x);

81 fy = feval(problem.OBJECTIVE_FUNCTION ,problem ,y);

82 lambda = problem.C*log(1+k);

83

84

85 else

86 solutions(k,:) = x;

87 values(k) = fx;

88

89

90 y = feval(problem.RANDOMIZE ,x);

91 fy = feval(problem.OBJECTIVE_FUNCTION ,problem ,y);

92 lambda = problem.C*log(1+k);

93

94

95 end

96

97 %fprintf(’SIMULATED ANNEALING ITERATION %i \n \n \n \n’,k)

98

99 end

100

101 end



Publications

1. Salvi, N., Frey, J., Carnevale, D., Grätzel,M., Bodenhausen, G. “Solid-state NMR
of ruthenium sensitizers adsorbed on TiO2”. Dalton Trans. (2014), 43, 6389.

2. Salvi, N. “Dynamic Studies through Control of Relaxation in NMR Spec-
troscopy”. Springer (2014).

3. Bornet, A., Milani, J., Wang, S., Mammoli, D., Buratto, R., Salvi, N., Segawa,
T.F., Vizthum, V., Miéville, P., Chinthalapalli, S., Perez-Linde, A.J., Carnevale,
D., Jannin, S., Caporini, M.A., Ulzega, S., Rey, M., Bodenhausen, G. “Dynamic
Nuclear Polarization and Other Magnetic Ideas at EPFL”. Chimia (2012), 66,
734.

4. Salvi, N., Buratto, R., Bornet, A., Ulzega, S., Rentero Rebollo, I., Angelini,
A., Heinis, C., Bodenhausen, G. “Boosting Sensitivity of Ligand-Protein Screen-
ing by NMR of Long-Lived States”. J. Am. Chem. Soc. (2012), 134, 11076.

5. Salvi, N., Ulzega, S., Ferrage, F., Bodenhausen, G. “Time Scales of SlowMotions
in Ubiquitin Explored by Heteronuclear Double Resonance”. J. Am. Chem. Soc.
(2012), 134, 2481.

6. Segawa, T.F., Bornet, A., Salvi, N., Mièville, P., Vizthum, V., Carnevale,
D., Jannin, S., Caporini, M.A., Ulzega, S., Vasos, P.R., Rey, M., Bodenhausen,
G. “Extending Timescales and Narrowing Linewidths in NMR”. Chimia (2011),
65, 652.

7. Ulzega, S., Salvi, N., Segawa, T.F., Ferrage, F., Bodenhausen, G. “Control of
Cross Relaxation of Multiple-Quantum Coherences Induced by Fast Chemical
Exchange under Heteronuclear Double-Resonance Irradiation”. ChemPhysChem
(2011), 12, 333.

8. Salvi, N., Belpassi, L., Zuccaccia D., Tarantelli, F., Macchioni, A. “Ion pairing
in NHC gold(I) olefin complexes: a combined experimental/theoretical study”. J.
Organomet. Chem. (2010), 695, 2679.

9. Salvi, N., Belpassi, L., Tarantelli, F. “On the Dewar-Chatt-Duncanson model for
catalytic gold(I) complexes”. Chem. Eur. J. (2010), 16, 7231.

N. Salvi, Dynamic Studies Through Control of Relaxation in NMR Spectroscopy, 109
Springer Theses, DOI: 10.1007/978-3-319-06170-2,
© Springer International Publishing Switzerland 2014



110 Publications

In Review or in Preparation

1. Salvi,N. “Tools for the design and the interpretation ofNMRrelaxation dispersion
experiments”. Prog. Nucl. Mag. Reson. Spectrosc., Invited article.

2. Augustyniak, R., Salvi, N., Khan, S.N., Pelupessy, P., Bodenhausen, G., Lequin,
O., Ferrage, F. “Multiple-Field Nitrogen-15 Relaxation Reveals Structure and
Dynamics of the Partially Disordered Protein Engrailed”. In preparation.

3. Buratto, R., Bornet, A., Salvi, N., Laguerre, A., Passemard, S., GerberLemaire,
S., Bodenhausen, G. “Spin-Pair Labels to Extend Protein-Ligand Screening using
Long-Lived Coherences and Long-Lived States”. Submitted.

Patents

1. F04296: Method for the NMR based determination of the affinity of drugs for a
target protein. A. Bornet, R. Buratto, N. Salvi, G. Bodenhausen. Date of filing
European Patent: 30.11.2011


	Supervisor’s Foreword
	Abstract
	Acknowledgments
	Contents
	1 Introduction
	1.1 Proteins: Function, Structure and Dynamics
	1.2 NMR Methods to Study Protein Dynamics
	1.3 Outline of the Present Thesis
	References

	2 Theoretical Principles
	2.1 The Bloch Equations
	2.1.1 Equations Describing Spin Dynamics in the Absence  of Relaxation
	2.1.2 Empirical Description of NMR Relaxation

	2.2 Chemical Exchange Effects
	2.3 Bloch-Wangsness-Redfield Theory
	2.3.1 The Master Equation
	2.3.2 Interference Between Relaxation Mechanisms
	2.3.3 Relaxation in the Rotating Frame
	2.3.4 Spectral Density Functions
	2.3.5 Relaxation Mechanisms

	2.4 Average Hamiltonian Theory
	2.5 Average Liouvillian Theory
	References

	3 Analytical Models for Relaxation Dispersion Experiments
	3.1 Exchange Contributions to Relaxation in the Absence  of rf Fields
	3.1.1 Effects in Single-Quantum Spectroscopy
	3.1.2 Effects in Multiple-Quantum Spectroscopy

	3.2 Relaxation During CPMG Echo Trains
	3.2.1 Relaxation of Single-Quantum Coherences
	3.2.2 Relaxation of Multiple-Quantum Coherences

	3.3 Relaxation During R1ρ Experiments
	3.4 Evolution and Relaxation of Multiple-Quantum Coherences
	3.4.1 Relationship Between ΔRMQ and the Cross-Relaxation  Rate of Multiple-Quantum Coherences
	3.4.2 Preservation of Relaxation Pathways
	3.4.3 Effect of the HDR Irradiation on Relaxation
	3.4.4 Relaxation of Multiple-Quantum Coherences Under  HDR Irradiation

	References

	4 Experimental Methods
	4.1 Nitrogen-15 NMR Relaxation Experiments
	4.2 Fitting of Dispersion Profiles to Analytical Models
	References

	5 Experimental Results
	5.1 Internal Dynamics in Human Ubiquitin
	5.1.1 Identifying Chemical Exchange from the Relaxation  of Single-Quantum Coherences
	5.1.2 Identifying Chemical Exchange from the Relaxation of Multiple-Quantum Coherences
	5.1.3 Identifying Chemical Exchange from the Temperature Dependence of the Relaxation Rates  of Multiple-Quantum Coherences
	5.1.4 Control of Temperature Variations During HDR Irradiation
	5.1.5 Quantifying Chemical Exchange by HDR Relaxation Dispersion

	5.2 Internal Dynamics in KIX
	5.2.1 Identifying Chemical Exchange from the Relaxation  of Multiple-Quantum Coherences
	5.2.2 Quantifying Chemical Exchange by Multiple-Quantum CPMG Relaxation Dispersion
	5.2.3 Quantifying Chemical Exchange by HDR Relaxation Dispersion

	5.3 Internal Dynamics in Engrailed 2
	5.3.1 Identifying Chemical Exchange from the Relaxation  of Single-Quantum Coherences
	5.3.2 Quantifying Chemical Exchange by R1ρ Relaxation Dispersion

	References

	6 Conclusions
	Appendix AExplicit Forms of the Functions Approximatedin Section 3.4
	Appendix BImplementation of Numerical Simulations
	Appendix CImplementation of Minimization Algorithms
	Publications



